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Abstract

In this study, Extreme Gradient Boosting (XGBoost), Gradient Boosting Machine (GBM), Random 
Forest (RF), Bagged Trees (BT), and Custom Deep Learning methods were used to estimate the potential 
evapotranspiration (PET) values at Diyarbakir airport station in the Tigris basin. In establishing the 
models, the average temperature, maximum temperature, minimum temperature, maximum wind 
speed, relative humidity, average wind speed, and total precipitation values in the monthly time 
period were chosen as inputs, and PET values were used as output. The data set is divided into 70% 
training and 30% testing. 10-fold cross-validation to avoid overfitting problems. Training and test data 
were randomly selected. The prediction performances of the models were evaluated according to the 
statistical criteria of determination coefficient (R2), root mean square error (RMSE), mean absolute 
error (MAE), and rank analysis. The best PET estimates were obtained using the inputs of mean, min, 
maximum temperature, relative humidity, total precipitation, average, and maximum wind speed. It was 
also concluded that XGBoost was the highest performance. When the R2 values were examined, it was 
seen that the Deep Learning model had higher performance. But for RMSE and MAE, XGBoost did 
better. As a result of the rank analysis, it was seen that XGBoost got a higher score.
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Introduction

Evapotranspiration refers to the plant’s water 
consumption and evaporation, which is the combination 
of evaporation and transpiration. Accurate estimation 
of evapotranspiration (ET) values is vital in terms 
of the water budget, calculation of water needs, and 
management of water resources and irrigation systems 
[1]. ET values can be estimated through meteorological 
and climatological parameters, empirical equations, and 
artificial intelligence methods. However, ET values are 
a complex and non-linear process as they depend on 
various meteorological variables such as wind speed, 
air temperature, relative humidity, and solar radiation 
[2].

Machine learning methods have been widely 
employed for estimating ET. Yassin et al. [3] evaluated 
the performance of gene expression programming 
(GEP) and ANN methods to predict daily ET values in 
the Kingdom of Saudi Arabia. According to statistical 
indicators, it has been determined that ANN produces 
more accurate results than GEP. As a result of the 
study, it was revealed that SVM-RBF and MARS 
methods were mostly more successful than SVM-Poly 
and GEP. Afzaal et al. [4] estimated the ET value in 
the North Cape, Summerside, Harrington, and Saint 
Peters regions with recurrent neural networks (RNNs) 
and long short-term memory (LSTM). As a result, it has 
been determined that LSTM can successfully predict 
the ET value in almost all regions. Chen et al. [5] 
developed deep learning (DL), a temporal convolution 
neural network (TCNN), and LSTM to predict daily 
PET. In addition, the performances of three DL models 
were evaluated against SVM, random forest (RF), and 
empirical equations. It was obtained that the TCNN and 
LSTM models performed significantly better than the 
temperature-based experimental models. Chia et al. [6] 
was applied the adaptive neuro-fuzzy inference system 
(ANFIS) model to estimate evapotranspiration values 
in Labuan, East Malaysia. It has been concluded that 
the ANFIS model can obtain accurate predictions with 
only one year of training data, and there is no need to 
make long-term predictions. Zhou et al. [7] evaluated 
the performances of DeepFM, three gradient boosting 
models (CatBoost, LightGBM, and XGBoost), three 
tree-based models (GBDT, RF, and ET), and SVM-
RBF models to predict daily ET values   in China. As 
a result, it has been determined that the CatBoost and 
LightGBM models are relatively more successful in 
ET estimation and the sunshine duration is an effective 
parameter. Agrawal et al. [8] RF, DT, AdaBoost, 
GBM, and XGBoost potential were evaluated in daily 
ET prediction. XGBoost was the most superior among 
the ensembled machine learning models used. When 
the studies in the literature are examined, it has been 
determined that the studies on comparing the prediction 
performances of XGBoost and GBM, RF and Deep 
Learning methods in PET prediction are lacking. In 

addition, the current study is the first for PET estimation 
using various meteorological variables in the province 
of Diyarbakir in terms of the region’s agricultural 
productivity. Therefore, this study contributes to 
the literature comparing machine learning and deep 
learning methods in PET estimation in semi-arid 
climate regions.

Measuring and forecasting weather variables, such 
as rain, temperature, and humidity, are essential for 
present and future planning. With the development 
of deep learning methods in recent years, very good 
predictions can be made with such datasets [9]. It has 
a wide range of usage in prediction processes such as 
soil moisture, signals, student performance, house price, 
and meteorological variables [10-13]. The deep learning 
method used in this study can also be performed 
with other prediction operations. For this reason, 
the technique used has been generalized as much as 
possible.

This study aimed to evaluate the performance 
of machine learning such as XGBoost, GBM, RF, 
Bagged Trees, and Custom Deep Learning methods 
to estimate PET values of the Diyarbakır Airport 
meteorological observation station located in the Tigris 
Basin. For this purpose, the average temperature (Tmean), 
maximum temperature (Tmax), minimum temperature 
(Tmin), maximum wind speed (WSmax), Relative 
humidity (RHmean), Average wind speed (WSmean), Total 
precipitation (Ps) values were calculated in the monthly 
time period as input and Thornthwaite-based PET 
values as output. In addition, the effect of various input 
combinations on PET estimation was evaluated. Finally, 
which meteorological variables were most effective in 
PET estimation were assessed according to different 
statistical indicators.

Material and Methods

Study Area and Data

This study used monthly meteorological data of 
the Diyarbakir airport, numbered 17280, located in 
the Tigris Basin, in the 1964-2017 time period. The 
data used were obtained from the Turkish Meteorology 
General Directorate. The digital elevation model 
expresses the geographical location of the Diyarbakır 
airport station used in the study (Fig. 1).

Diyarbakir airport meteorology station, chosen as 
the study area, is important in energy and agricultural 
production because it is located in the Southeastern 
Anatolia Project region. Due to the effect of the fronts 
coming from the Mediterranean, the most precipitation 
in Diyarbakır occurs in the winter. However,  
in the summer season, very high temperatures are 
generally seen due to the effect of the Basra low 
pressure [14]. The statistics of the station are presented 
in Fig. 2.
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Calculation of PET with the Thornthwaite 
Method

This study calculated PET values with the 
Thornthwaite method due to limited data. Equation (1) 
proposed by [15] was used to calculate PET. This 
equation relates the monthly average temperature with 
the PET values determined by the water balance for the 
valleys considered to be adequately fed by precipitation 
and groundwater.

                (1)

Here T is the average temperature of the month 
(ºC), I is the annual thermal index, that is, the sum of 
the monthly thermal index (i) and is calculated by the 
equation [i = (T⁄5)1.514]. The d values are a correction 
factors based on latitude and month. The a values are 
calculated using Equation (2).

   
(2)

Drought Index Calculator (DrinC) software was 
used to calculate PET values. In this study, various 
meteorological variables were input to the artificial 
intelligence models, and prediction models were 
developed by presenting the PET values calculated 
with the Thornthwaite Method as output. There is no 
definitive approach to selecting the training and testing 
ratio. The training rate is usually chosen between  
70-90%. In this study, 70% of the data was selected for 
training in establishing the artificial intelligence model. 

The cross-validation technique has been developed for 
more effective use of machine learning with higher 
accuracy or performance. For this reason, 10-fold cross-
validation technique was used in the study.

Gradient Boosting Machine (GBM)

GBM is a supervised learning method put forward 
by [16]. Thanks to this method, it can be used with 
various classes or in solving regression problems. 
Besides being a supervised machine learning technique, 
it can be used in many fields. This method basically 
includes three components. A loss function for 
optimization, a weak learner for estimating, and an 
additive model for optimizing the loss function [17]. 
GBR creates a powerful learner to perform the loss 
function appropriate to the problem. For iteration, it is 
applied to a group of weak learner iterations [18, 19]. In 
the algorithm, ntrees, interaction depth, and shrinkage 
parameters are optimized. In the first step, by defining 
the loss function, it examines how well the model 
coefficients fit the data as given in Equation (3).

                           (3)

Here yi the observed value and F(x) is the predicted 
value. As a second step, by determining the constant 
variable in Equation (4), all observations are determined 
and it is aimed to find the situation where the loss 
function value is minimum.

        (4)

Fig. 1. Geographical locations of the Diyarbakır Airport weather station.
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Modeled and other machine-learning methods 
were modeled with the help of R-Studio (4.7-1.1) 
software. Numerous packages were used for GBM. The 
basic libraries are “gmb”, “caret (Classification And 

REgression Training)” and libraries containing various 
statistical calculations. In addition, the method has 
advanced hyperparameter optimization in itself.

Fig. 2. Statistics of monthly meteorological data of Diyarbakir Airport station.
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Bagged Trees (BT)

BT is a meta-algorithm that improves the efficiency 
and accuracy of a single decision tree by constructing 
numerous models and combining them into a single 
and coherent aggregate estimator [24, 25]. It is also an 
essential algorithm in terms of solving the overfitting 
problem. The installation stages of the BA; the 
random resampling of the training dataset, designing 
and training an individual model for each subset, and 
creating a coherent aggregate estimator [26]. The 
hyperparameters are optimized in the machine learning 
methods and the methods’ main features (Fig. 3). These 
methods were selected by trial-and-error method-cross 
validation method. “ipred” library was used as the basis 
for Bagged Tree. R-Studio software was used for all 
machine learning algorithms and codes were created in 
accordance with the data. Code details can be shared 
upon readers’ requests.

Deep Learning Method (DLM)

Deep learning was employed in the study and 
numerous other machine learning technologies. Only 
Dense layers are utilized as a technique, not Convolution 
layers. High Epoch values might be employed in this 
approach, and better results could be produced. Low-
level characteristics are transferred to thick layers in the 
dense layer to get higher-level features [27].  

Large-scale and real-world data were supposed to 
make the task more essential while the data was being 
gathered. The chosen stations and their values are true 
data as a result. Many elements, including the type 
of data, its organization, and the presence of missing 
data, are crucial when constructing the deep learning 
algorithm. For this reason, it is essential to analyze 
the data collection and prepare optimum accurately. 
First, the dataset should be filled in with the proper 
techniques for missing data points. The dataset used  
for the study contained no missing data. Hence  

Extreme Gradient Boosting (XGBoost)

XGBoost is built on the concept of “boosting,” 
which involves merging all of a group of “weak” 
learners’ predictions to create a “strong” learner through  
an adaptive training procedure. XGBoost is a quick 
and high-performance decision tree-based algorithm. 
Transactions are completed rapidly because this 
approach does concurrent and distributed computation 
while generating decision trees [20, 21]. Equation is 
given below.

    (5)

The algorithm first detects the depth of the tree with 
max_depth. If the tree is too deep in the down direction, 
it continues its operations by pruning backward. 
Optimizing the max_depth, eta, gamma, min_child_
weight, nround, and subsample hyper-parameters  
in the XGBoost algorithm reduces complexity [22]. 
Numerous packages were used for XGBoost. The basic 
libraries are “XGBoost”, “gbm”, “caret” libraries. The 
method has advanced hyperparameter optimization in 
itself.

Random Forest (RF)

RF is a set of tree estimators, each of which is built 
from the values of a randomly sampled random vector. 
This method begins at the tree’s root node and works 
its way up, considering all the information. Following 
that, each predictive variable is calculated. This 
approach also uses cross-validation pruning to reduce 
the likelihood of the tree overfitting the data [23]. Many 
packages were used in Random Forest in R-Studio. But 
mainly used package “randomForest” which can be 
used for classification and regression.

Fig. 3. Machine learning algorithms. 
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and dataset inputs make up the deep learning model.  
A weighting process is carried out according to each 
level’s parameters. Artificial intelligence selects 
the optimum weighted path, and the result is used. 
Predictions are made and outputs appropriate for 
performance metrics are obtained after all procedures 
have been completed. The flowchart used is given in 
Fig. 4.

Three major Dense layers were employed and used 
to provide predictions with more consistent and lower 
loss values, as illustrated in Figure 5. Because the model 
is assigned seven classes because the initial input layer 
has data in seven columns. The first layer examines the 
data’s input values for qualities to use.

no filling method was applied. A deep learning method  
is then developed using the preprocessed dataset.  
The best appropriate model is chosen. The data set is 
split into test and training sections, and modifications 
are made to the model’s parameters until the training 
produces satisfactory results. If the adjustments are 
insufficient, another attempt is made. If additional 
preprocessing is required, it is applied after the data  
set is returned if necessary to provide a suitable result. 
If the outcomes are adequate and appropriate for solving 
real-world issues, a deep learning model is considered  
to have been built. The activation functions and 
optimizers in the model are tested in various 
combinations to produce these results. Hidden layers 

Fig. 4. Flow chart of deep learning model [28].

Fig. 5. Proposed deep learning model [28].
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For the deep learning model to be made, collecting 
data from selected stations is necessary first. It is 
required to test the collected data’s suitability and if 
parts of the data need to be corrected, it is necessary 
to correct them. Then it is essential to develop a deep 
learning model suitable for the data. When the collected 
data is fitted to the model, it is necessary to try again 
by changing the parameters until satisfactory results are 
obtained. If the results can make predictions as desired, 
the operation and setup of the model is correct. Then, 
the model learning ends, and the prediction process is 
made.

Many optimizers, activation, and loss measures 
were attempted throughout the training. The applied 
methods and their parameters are given in Table 2.  
In libraries, default values are used for parameters that are 
not specified. The model combinations used to establish 
the deep learning model are presented in Table 1. 
Changes to the optimizer and loss functions were used 
to build the models shown here. Many parameters have 
been tested, and the best findings have been presented. 
The optimizer settings are based on “mean absolute 
error” [29], which displays the most consistent values 
as the Loss value. On the other hand, the mean absolute 
percentage error [30] loss function returns the greatest 
number. ReLU, the most suitable for the inputs, is 
preferred as the activation function. “Adam” is mainly 
used as the optimizer [31]. Adadelta, Adagrad, Adamax, 
and Nadam were the other optimizers utilized [31-34]. 
Tensorflow and the keras library in it were used to run 
the deep learning algorithm. The graphics card used 
in the study is Nvidia 1660ti 6GB and the processor  
is Intel i7 9750.

Performance evaluation

When using machine learning methods, it is 
challenging to select each parameter manually 
because there are many parameters. Therefore, using 
Grid Search is essential to find the best parameters. 
Therefore, cross-validation is used with grid search, and 
the k-fold value is set to 10. The performance evaluation 
of the applied methods was made according to various 
statistical criteria. These criteria are determination 
coefficient (R2), root mean square error (RMSE), and 
mean absolute error (MAE). Error-values relative to 
0 and R2 values relative to 1 indicate the accuracy of 
estimation [35]. Equation (6-8) is used to calculate the 
stated statistical criteria.
      

         (6)

               (7)

                 (8)

where ci: calculated values of ET, pi: the predicted 
values of ET, cavg: the average of the ci values, pavg: the 
average of the pi values, ci – pi: the value of the errors, 
and n: number of data.

Rank analysis is a scoring method applied to 
determine the best performing model among the 
models by considering all evaluation metrics. It aims 
to determine the models’ score while evaluating the 
best model’s performance. The method is performed 
by assigning a rank to the models according to their 
closeness to the best value for each data set, summing 
the scores for all data sets, and comparing them. Ri  
denotes the rank in the selected model of each data set 
and the total rank if n is represented as the number of 
models [36];

               (9)

Results and Discussion

Within the scope of the study, XGBoost, GBM, 
RF, BT, and proposed Deep Learning Model methods 
were used to estimate Diyarbakır Airport station PET 
values. The correlation status of the data was examined 
to achieve the best result. The correlation matrix of 
the data is given in Fig. 6. Furthermore, combinations 
were created according to the input with the highest 
correlation with the PET values in the correlation 
matrix. The input combinations and model numbers 
created are given in Table 1.

When Table 1 and Fig. 6 were examined, it was 
seen that the input with the highest correlation with 
PET was Tmean. It was observed that there was a 0.96 
correlation between the Tmean and PET. This value shows 
an excellent relationship between the two values. It was 
observed that the lowest correlation with PET was in 
the WSmax value.

The model hyper-parameters were determined 
according to the best results obtained from the 
experiments. The hyper-parameters used are given in 
Table 2.

When the results were examined, it was seen 
that all model results provided sufficient success for 
estimation. The best values; are 6.5434 RMSE, 0.9844 
R2, and 5.2812 MAE. The results obtained by the rank 
analysis according to the input combinations are given 
in Table 3. Looking at the input combinations, the best 
input combination was seen in the M7. On the other 
hand, the data combined with the worst results were 
seen in M2. This situation proves that the artificial 
intelligence models (M6, M7) obtained by using all 
meteorological parameters in the study area to make  
a practical PET estimation give more successful  
results than the predictions made with limited input 
variables (M1, M2). In addition, when the M3 and  
M4 models are compared, it is seen that the M3  
model, installed with only temperature components, 
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is superior to the M4 model, which is established 
with temperature and relative humidity. This result 
shows that the model’s performance decreases when 
the relative humidity values are used together with the 
temperature values.

The average temperature value was not used in the 
study. However, this study shows that the relationship 
between average temperature and PET is stronger. 
Table 2 defines the acronyms “me_ab_er,” “me_sq_
er,” and “me_ab_pe_er” as mean absolute error, mean 
squared error, and mean absolute percentage error, 
respectively. While creating the deep learning method 
was determined by considering the smooth curves in 
the Loss Function as given in Fig. 7. Parameters were 
fixed with more reasonable curves and other parameters 
that would affect this was revised. In addition,  
the original and predicted values of the models given 

in Fig. 7 and the loss functions are also provided. 
It is essential to show the change of the loss values 
parameters and progress within the framework of the 
best loss value. In this way, the activation functions  
and optimizers were selected.

When evaluated according to the methods used, it 
was seen that the best model was XGBoost. GBM, seen 
as the XGBoost model’s ancestor, is in second place. 
Finally, although the deep learning model is in third 
place, it has been seen that it is not as successful as 
XGBoost and GBM. At the same time, the best RMSE 
and RANK values were seen in the XGBoost model 
(Table 3).

When RMSE, MAE and R results are analyzed 
with the help of (Fig. 8), it is seen that Deep Learning 
R2 values are better than other models but lag behind 
XGBoost and GBM algorithms in RMSE and MAE 
metrics. This shows that the Deep Learning model 
exhibits high performance, but the error values are 
larger. In this case, the rank analysis clearly shows  
the result when all models are evaluated together.

The change in the performance statistics of the 
established artificial intelligence models is shown in 
Fig. 8. Among these statistics, the model with the lowest 
error rate and the highest R2 value was evaluated as the 
most successful. Accordingly, it has been determined 
that XGBoost models are slightly more successful than 
other models.

This study aims to evaluate the effect of various 
meteorological variables in the estimation of PET values 
and to reveal which artificial intelligence technique 
makes more accurate predictions in semi-arid regions. 

Fig. 6. Correlation matrix.

Table 1. Input Combinations.

Model Input Output

M1 Tmean PET

M2 Tmean, Tmax PET

M3 Tmean, Tmin, Tmax PET

M4 Tmean, Tmin, Tmax, RHmean PET

M5 Tmean, Tmin, Tmax, RHmean, Psum PET

M6 Tmean, Tmin, Tmax, RHmean, Psum, WSmean PET

M7 Tmean, Tmin, Tmax, RHmean, Psum, WSmean, WSmax PET
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PET estimation results were evaluated according to 
various statistical criteria. The most successful artificial 
intelligence technique was determined as XGBoost. The 
results confirmed the power of XGBoost stated in the 
[20] study and the [37] study. Furthermore, XGBoost 
gave much better results than other algorithms due to 
its high predictive power, avoidance of over-learning, 
fastness, and system optimization. In the study by 
[38], RF and XGBoost models were also used in PET 
estimation. In this study, the highest performance 
was achieved in the XGBoost algorithm. In the study 

of [8], XGBoost, and Random Forest algorithms were 
used, and it was concluded that the data with the 
highest correlation with PET values was the maximum 
temperature. Wang et al. [39] used various algorithms 
and meteorological variables to estimate reference 
evapotranspiration values. As a result, the RF-based 
reference evapotranspiration prediction models gave 
slightly more successful prediction results than the 
gene-expression programming model. In addition, the 
order of importance of meteorological variables in the 
estimation of reference evapotranspiration: sunshine 

Table 2. The best parameters.

XgBoost

M1 M2 M3 M4 M5 M6 M7

Booster Gblinear Gblinear Gblinear Gblinear Gblinear Gblinear Gblinear

Max depth 2 3 2 2 3 3 3

Eta 0.025 0.01 0.05 0.025 0.025 0.025 0.025

Gamma 0.9 0.5 1 0 0 0 0

Min child weight 3 1 1 3 1 3 1

Subsample 0.5 0.5 0.75 1 1 1 1

Nround 350 650 100 250 200 200 200

Other Default Default Default Default Default Default Default

Gbm

M1 M2 M3 M4 M5 M6 M7

Distirbution Gaussian Gaussian Gaussian Gaussian Gaussian Gaussian Gaussian

N trees 5000 5000 5000 5000 5000 5000 5000

Iteraction depth 1 3 1 1 1 1 3

Shrinkage 0.1 0.1 0.1 0.1 0.1 0.1 0.1

Other Default Default Default Default Default Default Default

Rf

M1 M2 M3 M4 M5 M6 M7

Mtry 500-1000

Ntree 100-1000

Other Default Default Default Default Default Default Default

Bagged trees

M1 M2 M3 M4 M5 M6 M7

Mtry 500-1000

Deep learning (custom model)

M1 M2 M3 M4 M5 M6 M7

Activation Relu

Batch size 1

Epoch 10000

Optimizer Adam Adam Adam Adadelta Adagrad Adamax Nadam

Loss Me_ab_er Me_sq_er Me_ab_pe_er Me_ab_err Me_ab_er Me_ab_er Me_ab_er
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Fig. 7. Original value, prediction value and loss functions.
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Table 3. Rank analysis by input combinations.

NO MODEL MODEL TYPE
MODEL

RMSE RMSE 
Rank R² R² Rank MAE MAE Rank

1 M1

XGBOOST

9.1833 3 0.9841 6 6.4161 3
2 M2 12.0148 1 0.9727 5 7.7594 1
3 M3 9.2090 2 0.9844 7 6.4522 2
4 M4 7.4873 4 0.8615 1 6.0140 4
5 M5 6.7060 5 0.8868 2 5.3938 5
6 M6 6.5434 7 0.8933 4 5.3026 7
7 M7 6.6363 6 0.8900 3 5.3529 6
8 M1

GBM

9.3175 2 0.9837 6 6.4573 3
9 M2 12.02762 1 0.9729 5 8.0426 1
10 M3 9.1978 3 0.9843 7 6.6698 2
11 M4 7.3980 4 0.8651 1 5.8522 4
12 M5 6,7324 7 0,8858 2 5,3779 6
13 M6 6,7452 6 0.8880 4 5.3714 7
14 M7 6.7901 5 0.8878 3 5.4031 5
15 M1

RF

10.0294 2 0.9809 6 6.4592 2
16 M2 12.7501 1 0.9696 5 8.4116 1
17 M3 9.7624 3 0.9822 7 6.6109 3
18 M4 7.5712 4 0.8570 1 6.0059 4
19 M5 7.0536 5 0.8758 2 5.6653 5
20 M6 6.9726 6 0.8811 3 5.5690 6
21 M7 6.8473 7 0.8863 4 5.2812 7
22 M1

BT

10.0188 2 0.9809 7 6.4404 3
23 M2 13.3724 1 0.9663 5 8.4116 1
24 M3 9.8349 3 0.9817 6 6.4557 2
25 M4 7.6840 4 0.8538 1 6.1249 4
26 M5 6.9397 5 0.8801 2 5.5029 6
27 M6 6.8947 6 0.8840 3 5.5137 5
28 M7 6.8545 7 0.8859 4 5.4667 7
29 M1

DL

10.0754 5 0.9811 5 6.6291 5
30 M2 13.0063 1 0.9685 1 8.9850 1
31 M3 9.1884 7 0.9843 7 6.3861 7
32 M4 10.0365 6 0.9812 6 6.4213 6
33 M5 10.8662 3 0.97802 3 7.4091 3
34 M6 12.0255 2 0.9730 2 7.51526 2

35 M7 10.1332 4 0.9809 4 6.7611 4

TOTAL RANK/ MODEL 
M1 M2 M3 M4 M5 M6 M7

60 31 68 54 61 70 76
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NO MODEL MODEL TYPE RMSE RMSE 
Rank R² R² 

Rank MAE MAE 
Rank

TOTAL 
Rank

1 M1

XGBOOST

9.1833 5 0.9841 5 6.4161 5

91

2 M2 12.0148 5 0.9727 4 7.7594 5

3 M3 9.2090 3 0.9844 5 6.4522 4

4 M4 7.4873 4 0.8615 3 6.0140 3

5 M5 6.7060 5 0.8868 4 5.3938 4

6 M6 6.5434 5 0.8933 4 5.3026 5

7 M7 6.6363 5 0.8900 4 5.3529 4

8 M1

GBM

9.3175 4 0.9837 4 6.4573 3

79

9 M2 12.02762 4 0.9729 5 8.0426 4

10 M3 9.1978 4 0.9843 3 6.6698 1

11 M4 7.3980 5 0.8651 4 5.8522 5

12 M5 6.7324 4 0.8858 3 5.3779 5

13 M6 6.7452 4 0.8880 3 5.3714 4

14 M7 6,7901 4 0,8878 3 5,4031 3

15 M1

RF

10,0294 2 0,9809 3 6,4592 2

49

16 M2 12,7501 3 0,9696 3 8,4116 3

17 M3 9,7624 2 0,9822 2 6,6109 1

18 M4 7,5712 3 0.8570 2 6.0059 4

19 M5 7.0536 2 0.8758 1 5.6653 2

20 M6 6.9726 2 0.8811 1 5.5690 2

21 M7 6.8473 2 0.8863 2 5.2812 5

22 M1

BT

10.0188 3 0.9809 2 6.4404 4

44

23 M2 13.3724 1 0.9663 1 8.4116 2

24 M3 9.8349 1 0.9817 1 6.4557 2

25 M4 7.6840 2 0.8538 1 6.1249 2

26 M5 6.9397 3 0.8801 2 5.5029 3

27 M6 6.8947 3 0.8840 2 5.5137 3

28 M7 6.8545 3 0.8859 1 5.4667 2

22 M1

DL

10.0754 1 0.9811 1 6.6291 1

50

23 M2 13.0063 2 0.9685 2 8.9850 1

24 M3 9.1884 5 0.9843 4 6.3861 5

25 M4 10.0365 1 0.9812 5 6.4213 1

26 M5 10.8662 1 0.97802 5 7.4091 1

27 M6 12.0255 1 0.9730 5 7.51526 1

28 M7 10.1332 1 0.9809 5 6.7611 1

Table 4. Rank analysis according to algorithms.
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 – The average temperature is the data with the highest 
correlation with the PET values. This is likely due 
to the use of the Thornthwaite Method in PET 
calculation.

 – The model, including all inputs, gave better results 
for the estimation of PET values. Since Tmean, Tmin, 
Tmax, RHmean, Psum, WSmean, WSmax inputs for PET 
estimation offers good results, these inputs can also 
be applied in different regions by considering the 
generalization feature of numerical models.

 – R2 is shown in better positions in deep learning 
tools in the system. This is the case when XGBoost 
heights are high. Evaluation according to all indexes 
is seen to be the highest performer.

 – When the algorithms are sorted starting from the 
best performance, it is seen that XGBoost>GBM> 
DL>RF>BT. This shows that the XGBoost algorithm 
is superior to other algorithms. Bagged Trees, on 
the other hand, has the worst performance. This 
also reveals the difference between bagging and 
boosting (Bagging is based on the resampling 
method. boosting is based on residual optimization). 
It is recommended to use all available meteorological 
variables in the study area as inputs in the estimation 
of PET values with artificial intelligence models.
This study estimates the PET values of the 

Diyarbakır Airport station. These results can be used 
to analyze and design hydrological events based on the 
generalization feature of numerical methods. However, 
more stations or basin-based evaluations will improve 
the study in future studies. In addition, the use and 
comparison of other methods for PET estimation may 
be preferred according to the study area and purpose.

duration, air temperature, relative humidity and wind 
speed were found. In the study of [39], the effect of 
the variables used in PET estimation and the success 
of the RF model overlap significantly with the study. 
Fan et al. [40] evaluated the performance of LightGBM 
the M5Tree and RF algorithms for predicting daily 
reference evapotranspiration values in the humid 
subtropical region of China. As a result, the LightGBM 
algorithm showed superior results than other tree-
based machine learning techniques. The results of 
the study support the present study. In the Agrawal 
et al. [8] study, the accuracy of tree-based machine 
learning techniques was analyzed in estimating daily 
evapotranspiration values   in the meteorological station 
in Bengaluru, Karnataka, India. For this, RF, GBM 
and XGBoost, decision tree and Adaptive Boosting 
(AdaBoost) algorithms were applied. As a result of 
the study, the XGBoost algorithm showed the highest 
prediction accuracy. The study’s results [8] are largely 
in line with the study. The outputs of the study are 
important in terms of meeting the region’s needs in 
terms of agriculture, doing irrigation planning and 
ensuring the region’s economic development.

Conclusion

The study aimed to estimate the monthly PET 
values in Diyarbakir, which has an important position 
in agricultural production. For this purpose, XGBoost, 
GBM, RF, Bagged Trees, CM methods were used. The 
results obtained are listed below;
 – All models with selected input combinations have 

sufficient accuracy from the PET estimation to have 
high R2 (>0.8) values.

Fig. 8. RMSE, MAE, R2, values of all models.
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