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Introduction

Environmental monitoring data sets often contain 
missing elements and/or outliers, which may result from 
insufficient sampling, errors in measurements or faults 
in data acquisition. Outlying objects do not always mean 
that there are measurements containing large errors in 
the data set. According to the definition, any object from 
the population different from the data majority is consid-
ered an unique/outlying object. The existence of outliers 
and/or incomplete data are a significant obstacle not only 
for time-series prediction, but also for the calculation of 
mean values of air pollutant concentrations needed, e.g. 
for comparison with environmental standards.

Most of the chemometric methods used to explore the 
knowledge hidden in monitoring data sets work with com-
plete data sets only. Otherwise, missing values have to be 
filled in. The replacement of missing elements should be 

performed carefully for any model as using simple statis-
tical methods to solve the problem of missing data in en-
vironmental sciences might be misleading. The simplest 
approach consists in setting the missing elements to zero 
or to mean values of the measured parameter. However, 
the aforementioned solutions are not proper for several 
reasons due to the fact that the mean values can be sig-
nificantly influenced by outliers, or the true values can be 
much higher than zero. Moreover, replacing the missing 
elements by zero or mean values destroys correlation in 
the data, influencing final interpretation of the studied re-
lationships between objects and variables. A better solu-
tion to the problem with missing elements is to estimate 
the missing values by considering the non-missing, i.e. 
observed elements only. Such an approach can be present-
ed as minimization of the sum of the squared residuals of 
the observed elements only, i.e.:

	  � (1)

Chemometric Treatment of Missing Elements in 
Air Quality Data Sets

A. Smoliński1, S. Hławiczka2

1Central Mining Institute, Department of Energy Saving and Air Protection, Plac Gwarków 1, 40-166 Katowice, Poland 
2Institute for Ecology of Industrial Areas, ul. 6 Kossutha, 40-844 Katowice, Poland

Received: July 4, 2006
Accepted: February 18, 2007

Abstract

The article reports the results of an exploratory analysis of an air monitoring data set, collected at a 
monitoring station in the biggest, most congested and most polluted city of the silesian region, Katowice. In 
order to extract important information on air pollution in this city, the strategy of exploring the data set with 
missing elements and outliers simultaneously existing in the data was used. The strategy assumed the initial 
estimation of missing elements based on the application of robust Partial Least Squares (rPLS) and outli-
ers identification based on the so-called robust distance. After outliers identification and replacing them 
with missing elements, the Expectation-Maximization iterative approach (built into Principal Component 
Analysis (PCA)) was used for the construction of the final model.

Keywords: air quality, contaminated data, exploratory analysis, missing data, multiple outliers

*Corresponding author; e-mail: smolin@gig.katowice.pl 

613-622



Smoliński A. , Hławiczka S. 614

where matrices X and  represent the experimental data 
set and the reconstructed data set (based on the applied 
model), respectively. F denotes the complexity of the 
model whereas W is the matrix, the elements thereof be-
ing unity or zero, denoting observed and unobserved ele-
ments, respectively. The symbol ‘•’ denotes the element-
wise multiplication of the two matrices.

The most popular approach to dealing with missing 
data relies on expectation maximization (EM) [1-8] or 
multiple imputation (MI) [9-11] iterative procedure of 
missing elements estimation. As far as the chemometric 
methods are concerned, there are many approaches which 
allow correct identification of outliers, such as the robust 
Principal Component Analysis (rPCA) presented in this 
paper [12-15]. The analysis is constructed according to 
the Croux and Ruiz-Gazen procedure where outliers are 
identified based on the so-called robust distance. Even 
though classic chemometric methods deal with the prob-
lem of missing elements and outlying elements separately 
existing in the monitoring data set, it is possible to correct 
exploratory analysis of data sets with missing elements 
and outliers simultaneously as proposed by Smoliński 
et al. [16]. In this article, calculations were performed 
for a real air quality monitoring data set, which contains 
measurements of pollutant concentrations performed at a 
monitoring station in Katowice, Poland.

Theory

In our study, chemometric techniques such as Princi-
pal Component Analysis (PCA) [17-21], robust Principal 
Component Analysis (rPCA) [12-15], Expectation Maxi-
mization approach [1-8] and robust Partial Least Squares 
(rPLS) [22-26] were used to analyze environmental data 
sets. Their main principles are described below.

Principal Component Analysis

Principal Component Analysis (PCA) is a multivari-
ate procedure which can be applied to reduce data dimen-
sionality with minimal loss of information, to visualize 
data and to reduce a part of experimental error [17-21]. 
The experimental data are usually collected into a ma-
trix X (m x n), where m and n denote, respectively, the 
number of samples (objects) and the number of measured 
parameters (variables). In PCA, matrix X is decomposed 
into two matrices, namely score matrix S (m x fn) and 
loading matrix D (n x fn), where fn denotes the number 
of significant factors. Matrices S and D are orthogonal, 
i.e. S’S=D’D=I, where I is identity matrix. The matrix E 
of dimensions (m x n) represents a residual matrix. The 
columns of score matrix and rows of loading matrix are 
called Principal Components (PCs) or eigenvectors. The 
first PC is a linear combination of original variables that 
explains the greatest amount of variation of the data; the 
second PC explains the part of information not explained 

by the first PC, etc. The sum of the squared elements of 
each PC is called eigenvalue and represents the portion of 
the variance which is modeled by the corresponding PC. 
Therefore, the first principal component is associated with 
the highest eigenvalue. 

Scores vectors (i.e. the columns of matrix S) and load-
ing vectors (i.e. the columns of matrix D) are used to visu-
alize relationships between the objects and the parameters 
in matrix X, respectively. The relationships between the 
objects and parameters could be investigated with the use 
of the score-plots and the loading plots.

Iterative Algorithm for Dealing with Missing 
Elements

The studied environmental data set contains missing 
elements (some measurements were not recorded, pos-
sibly due to insufficient sample amounts or because the 
measured value was outside the measuring range of the 
instrument, or due to instrument malfunction).  To con-
struct any model for the data with missing elements, Ex-
pectation Maximization (EM) [1-8] approach or Multiple 
Imputations [9-11] approach can be used. In our study, an 
iterative algorithm of EM was applied. The main steps of 
the EM algorithm can be presented as follows:
	1.	initialization of the missing elements,
	2.	estimation of model parameters for the actual data 

set,
	3.	estimation of the missing elements using the param-

eters of actual model,
	4.	return to step 2 until convergence is achieved.

At the first step of the EM procedure, i.e., initializa-
tion of missing elements, missing elements are replaced 
by the expected values, calculated as the means of the cor-
responding row and column means. The EM algorithm 
can be built into different computational procedures such 
as iterative EM/PCA algorithm [2, 3].

Robust PCA and Outliers Detection

The classical PCA is useless when data sets are con-
taminated by outliers and therefore the correct identifica-
tion of all outlying objects is of utmost importance. Within 
the chemometric methods there are numerous approaches 
enabling outlier identification [27-31]. In order to prop-
erly identify outlying objects, a robust PCA model (robP-
CA) was constructed based on the procedure of Croux and 
Ruiz-Gazen [12]. The outlying objects were identified us-
ing a robust distance [27]. Like in classical PCA, the first 
step in robust PCA is to center the data using the L1-me-
dian [32]. The L1-median, also called spatial median, is 
defined as a point which minimizes the sum of Euclidian 
distances to all points in the data. The robPCA is based on 
the search for the direction in which the projected objects 
have the largest robust scale. The robust scale estimator, 
Qn, is the most effective one [33]. It is defined as the first 



Chemometric Treatment... 615

quartile of all pair-wise differences between the two data 
objects. For the univariate data set x = {x1,x2,…,xm}, it is 
defined as:

	 n m (k)Q (x) = 2.2219 c  {|xi - xj|; i < j} � (2)

where ( ) ( )2h
2

mk  ,  h 1
4 2

m
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, and cm is a small-

sample correction factor. The breakdown point of Qn is 
50%.

The main steps of the robPCA algorithm can be pre-
sented as follows [12]:
	1.	Centering data matrix, X (m x n), around the L1-me-

dian and calculating its rank r≤min(m-1,n); Xc = X-
ones(m,1) L1-median(X); Xnew = Xc;

	2.	Constructing matrix A, containing the normalized rows 
of matrix Xnew; A(i,:)=Xnew(i,:)./norm(Xnew(i,:);

	3.	Considering all directions described by the data origin 
and the individual objects of matrix A as possible can-
didates for eigenvectors:
–	 projecting all objects on the possible eigenvectors; 

Y=XnewA’
–	 calculating robust scale of all eigenvectors 

Qn=qn(Y),
–	 selecting eigenvector with maximal robust scale; 

i.e., [k j]=max(Qn);
	4.	Constructing the l-th eigenvector with the selected j-th 

row of A; V(:,l)=A(j,:)’;
	5.	Projecting all objects on the selected eigenvector; t = 

XcV;
	6.	Updating data matrix by its orthogonal complement: 

Xnew(i,:)=(Xnew(i,:)’-V(:,l)V(:,l)’Xnew(i,:)’)’;
	7.	If the number of eigenvectors, l, is lower than the rank 

of Xc, returning to step 2.

Robust PLS

Partial Least Squares (PLS) is one of the most popular 
multivariate calibration methods [34-38]. Due to the fact 
that multidimensional data sets contain inter-correlated 
measured parameters, it is possible to present many vari-
ables as a linear combination of the remaining ones. For 
instance, a dependent variable y (m.1), which is the k-th 
column of data matrix X (m x n), can be presented as a 
linear combination of the remaining variables Xr (m x n-1). 
The PLS model can be written as:

	 r= +y X b e � (3)

where b is a vector of n-1 regression coefficients and e 
represents a part of variable y, which is not explained by 
the PLS model.

The studied environmental data set contains missing 
elements and if they are present in the dependent vari-
able, they should be removed from y and Xr. The PLS 
model is constructed for the remaining data, denoted as 

yo (ms x 1) and Xro (mo x no). This model can be used for 
the prediction of missing elements in y. Because environ-
mental data are additionally contaminated by the outliers, 
it is necessary to use a robust version of the Partial Least 
Squares. Here the robust PLS approach, rPLS, [proposed 
in 22, 23]. was used. The rPLS model describes well the 
data majority, and thus allows us to construct the correct 
model for yo (ms x 1) and Xro (mo x no), even if 49% of the 
data are outlying. The best model is constructed for the 
so-called clean subset, i.e. the subset of objects without 
outliers. The constructed model should be characterized 
not only by good fit ability, but also by a good predictive 
power. In order to accurately determine the clean subset, 
genetic algorithm (GA) could be used [39-43], but for the 
problem discussed, an evolutionary program (EP) [44, 45] 
appeared more efficient. EP allows replacing the typical 
operations such as crossovers and mutations with more 
specific ones. In the EP algorithm, the potential solutions 
of the investigated problem of finding a clean subset of 
data are coded in binary chromosomes where the ones 
denoting presence and zeros represent the absence of the 
object in model construction.

The EP algorithm convergence is usually achieved 
after 5-10 iterations (much faster than for GA, which re-
quires hundreds of iterations to gain the convergence). 
It is important to note that any solution of the problem 
ought to contain k* objects. The number of objects must 
be higher than a maximal number of factors in the PLS 
model and much more lower than (1-p)mo, where p is an 
assumed fraction of data contamination. The k* objects 
are used to construct the PLS model, whereas the remain-
ing objects belong to the test set. For the objects from the 
test set, the residuals were calculated for the model with 
one, two, etc., factors. 

The next step is the calculation of the root mean square 
error (RMS) for the first w objects from the test set, where 

obs obsw m integer(p m ) k*= − ⋅ − . The calculated RMS are 
sorted according to the absolute value of their residuals, 
and the model with minimal value of RMS is chosen as 
the optimal one. Based on this model, y is predicted for all 
mo objects. Squared residuals, i.e. squared differences be-
tween the observed and the predicted y values, are sorted 
and the set of kmax objects with the lowest residuals is used 
for reproduction. The sum of the kmax squared residuals is 
used to calculate the fitness function:

	
1fitness

RMS
=

�
(4)
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Taking into account the residuals of the kmax objects, 
i.e. more data than the number of objects used for model 



Smoliński A. , Hławiczka S. 616

construction, we can estimate both the model fit and its 
predictive ability. Fitness function for any chromosome 
containing k* 1’s is calculated based on the kmax objects 
and these kmax objects are used in the reproduction step. 
Chromosomes representing children are constructed by 
randomly selecting the k* objects from the set containing 
kmax objects, which are used to evaluate the parent chro-
mosome.

The EP algorithm can be summarized in the following 
steps:
	1.	randomly selecting initial population of strings;
	2.	estimating an optimal model for each chromosome 

and determining its optimal complexity;
	3.	calculating fitness functions for all chromosomes;
	4.	reproducing the next generation, using chosen genetic 

operations;
if convergence is not achieved, return to step 3.

Data

Investigations of the pollutant concentrations were car-
ried out at a monitoring station operated by the Institute 
for Ecology of Industrial Areas. The station is located on 
the Institute’s premisses, about 5 km westward from the 
centre of Katowice, a city with a population of 350,000. 
There are a number of industrial air pollution sources lo-
cated in the area surrounding the sampling point. Within 
the range of 10 km from the site are: a non-ferrous metal 
smelter, two steelworks, a chemical factory and six coal-
fired heat and power plants of 3,200 MW capacity. Since 
1990, the station has been functioning within Poland’s Na-
tional Air Monitoring Network. In 1999, the station was 
incorporated into the European Air Monitoring Network, 
EUROAIRNET, operated by the European Environment 
Agency. The studied data set presents values of ten differ-
ent physical and chemical parameters (see Table 1). The 

air was sampled daily in summer 2003 from the 22nd of 
June to the 23rd of September. Data are organized in ma-
trix X (92 x 10). Each row of matrix X represents days 
when the measurements were taken whereas each column 
represents measured parameters. Each element of data 
matrix, xij, is a mean value of the j-th parameter measured 
in i-th day. The mean, median and standard deviation of 
the measured parameters are presented in Table 2. As the 
measured parameters significantly differ in their ranges, 
the data set is standardized according to the formula:

	

_

ijx
jij

j

x x

s

 −  
=

�
(6)

where 
_

jx  and sj denote the mean of the j-th column and its 
standard deviation, respectively.

Results and Discussion

To explore the studied data set and to examine the 
similarities between the samples, Principal Component 
Analysis was used. The classical PCA cannot be applied 
due to the missing elements existing in the studied data. 
The PCA model can however, be constructed even for a 
data set with missing elements, based on the EM algo-
rithm incorporated in the PCA technique. Due to the fact 
that the studied data set contains measurements performed 
within different magnitude ranges, the PCA model was 
constructed for the centered and standardized data. The 
number of significant principal components (PCs) of this 
data set was determined according to the CV procedure 
[46]. 91.39% of data variance was described by five PCs. 

Table 1. Ten physical and chemical parameters measured in 
summer 2003 at a monitoring station in Katowice, Poland.

No. Parameters Units

1 Wind velocity m/s

2 Temperature oC

3 Humidity %

4 Solar radiation W/m2

5 SO2 µg/m3

6 PM10 µg/m3

7 NO µg/m3

8 NO2 µg/m3

9 CO mg/m3

10 O3 µg/m3

Table 2. Mean, median and standard deviation of the ten physi-
cal and chemical parameters measured in summer 2003 at a 
monitoring station in Katowice, Poland.

Parameter 
no. Mean Median Std

1 0.6514 0.3948 0.5500

2 19.3094 18.9740 3.7137

3 68.5752 67.3646 11.5519

4 90.3480 79.3569 41.9433

5 25.3545 23.4688 9.0393

6 29.9290 27.1771 13.3881

7 16.6393 8.3333 19.6788

8 32.3981 30.1250 12.2086

9 0.5190 0.4983 0.1439

10 51.7116 49.0417 17.0018
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Score plots and loading plots, which were obtained as a 
result of this analysis, are presented in Fig. 1.

PC1 reveals a difference between days: the 16th and 
the 18th of September (samples nos. 86 and 88) and all 
remaining measuring days. Based on the loading plots, it 
is possible to conclude that these differences are mainly 
due to the relatively high values of PM10, NO2 and CO 
concentrations (parameters nos. 6, 8 and 9) and relatively 
low values of the remaining parameters observed for the 
samples collected on the 16th and the 18th of September. 
Moreover, the 16th of September (sample no. 86) is char-
acterized by the highest concentration of PM10 and CO 
(variable nos. 6 and 9). PC2 reflects the difference be-

tween days: the 12th and the 4th of September (samples 
nos. 82 and 74) and all remaining samples, mainly due to 
the highest humidity (parameters no. 3). PC2 also reveals 
the uniqueness of the days: the 24th of June and the 27th 
of July (samples nos. 2 and 35) due to the relatively high 
value of solar radiation, temperature and concentration of 
ozone (parameters nos. 4, 2 and 10). PC3 is constructed 
due to the difference between days: the 30th and the 31st 
of July (sample nos. 38 and 39) and the 27th of August 
(sample no. 66). Namely, on the 30th and the 31st of July 
(samples nos. 38 and 39) relatively high humidity and SO2 
concentration (parameter nos. 3 and 5) were observed. On 
the 30th of July the highest humidity of summer 2003 was 

Fig. 1. a) Score plots and b) loading plots as a result of EM/PCA for centered and standardized data X (92 x 10).

a) b)
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observed. Additionally, the 27th of August (sample no. 66) 
was characterized by the highest value of wind velocity 
(parameter no. 1). The fourth factor (PC4) reflects the 
uniqueness of the 29th of June (sample no. 7), whereas 
PC5 is constructed mainly due to the difference between 
the 18th of July (sample no. 26) and the 27th of June and 
the 19th of September (samples nos. 5 and 89). The 29th 
of June (sample no. 7) is characterized by high solar ra-
diation (parameter no. 4). The 27th of June and the 19th of 
September (samples nos. 5 and 89) are characterized by 
relatively high values of solar radiation, wind velocity and 
SO2 concentration (parameter nos. 4, 1 and 5), whereas 
the 18th of July (sample no. 26) is characterized by high 
concentration of ozone and high humidity (parameters 
nos. 10 and 3). Loading plots show a negative correlation 
between temperature and humidity (parameters nos. 2 and 
3). Also, a high positive correlation between concentra-
tion of NO2 and CO (parameters nos. 8 and 9), between 
concentration of SO2 and PM10 (parameters nos. 5 and 6) 
and between solar radiation and concentration of ozone 
(parameters nos. 4 and 10) can be observed.

The conclusions presented above might be inaccurate, 
taking into account the fact that a reconstructed data ma-
trix suggests the improperness of the model resulting in 
negative values of missing elements estimates, which in 
the case of concentration is unacceptable. This fact sug-
gests that the PCA model is strongly influenced by outli-
ers. In order to construct a proper model, it is necessary 
to correctly identify outlying objects in the data. This may 
be achieved by the use of a general strategy enabling us 
to explore contaminated data sets with missing elements 
proposed by Smoliński et al. [16].

The first step of this strategy is a proper estimation of 
missing elements, with the purpose of which the three ro-
bust PLS models were constructed (see Fig. 2) to predict 
missing elements of variables 5, 7 and 8 (concentrations 
of SO2, NO and NO2), respectively. In each case all re-
maining parameters were used to construct these models.

The second step of the above-mentioned strategy is 
outlier identification based on the robust PCA method 
(rPCA). It should be kept in mind that the contaminated 
data set contains measurements performed within differ-
ent magnitude ranges and that the data were standardized 
using median and the robust scale [33]. The robust score 
plots and robust loading plots are presented in Fig. 3.

Outlying objects can be identified using the robust 
distance [27] (see Fig. 4). Based on the robust distance, 
which was calculated for five robust scores, eleven unique 
days (outlying objects) can be identified, namely the 6th 
– 8th, the 12th and the 21st of August, the 5th, the 6th, the 15th, 
the 16th, the 18th and the 22nd of September (objects nos. 
45-47, 51, 60, 75, 76, 85, 86, 88 and 92).

As the main goal of the data analysis is the formula-
tion of general conclusions about the studied data, all out-
lying objects, i.e. objects which are different from the data 
majority, should be identified and eliminated. The unique-
ness of these objects should be discussed separately. In an 
approach presented instead of eliminating entire objects, 
identified based on robust distances as outliers, only out-
lying elements of these objects, i.e. parameters nos. 4, 6, 
7 and 1 (solar radiation, concentration of PM10 and NO 
and wind velocity) were treated as missing elements. The 
last step of the strategy was the construction of the final 
EM/PCA model for data matrix X2 containing the initial 

Fig. 2. Robust PLS models of concentration of (a) SO2 (variable no.5), (b) NO (variable no. 7) and (c) NO2 (variable no. 8): y observed 
versus y predicted on the basis of cross-validation procedure.
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data set with missing elements and all identified outly-
ing elements replaced by missing elements. Five principal 
components describe 92.62% of total data variance. Score 
plots and loading plots obtained as a result of EM/PCA of 
standardized X2 data set are presented in Fig. 5.

The differences between the results of EM/PCA for X2 
data set (see Fig. 5) and the results of EM/PCA for data 
X1 (see Fig. 1) seem to be significant. Based on PC1, it is 
concluded that the 4th of August, the 16th, the 18th and the 
20th of September (objects nos. 43, 86, 88 and 90) differ 
from the remaining ones due to relatively higher values 
of NO2, PM10 and CO concentrations (parameters nos. 
8, 6 and 9). Furthermore, the concentration of NO2 and 

Fig. 3. a) Robust score plots and b) robust loading plots as a result of rPCA for standardized data X (92 x 10) with missing elements 
replaced by values estimated by robust PLS model.

Fig. 4. Robust distances, calculated for five robust scores.

a) b)
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CO is the highest during the whole summer. PC2 is con-
structed mainly because of the difference between the 30th 
of August (object no. 38) and days: the 24th and the 29th 
of June (objects nos. 2 and 7), whereas the third principal 
component (PC3) indicates the uniqueness of the 27th of 
July (object no. 35). On the 30th of July (object no. 38) 
the highest humidity during the whole summer (parameter 
no. 3) is observed. The 24th and the 29th of June (objects 
nos. 2 and 7) are characterized by a high concentration of 
ozone and high solar radiation (parameters nos. 10 and 4), 
whereas the 27th of July (object no. 35) is different from 
the remaining objects due to high temperature (parameter 
no. 2). PC4 shows the difference between the 13th, the 27th, 

the 29th of August (object nos. 52, 66 and 68) and the 27th 
of June (object no. 5). The days: the 13th, the 27th and the 
29th of August (objects nos. 52, 68 and 66) are character-
ized by high wind velocity (parameter no. 1), whereas the 
27th of June (object no. 5) is characterized by relatively 
high solar radiation (parameter no. 4). PC5 shows the 
uniqueness of the 5th and the 6th of August (objects nos.53 
and 31), mainly due to high concentration of NO (param-
eter no. 7). Based on loading plots, a positive correlation 
is identified between temperature and SO2 concentration 
(parameters nos. 2 and 5), between solar radiation and 
ozone concentration (parameters nos. 4 and 10) and high 
negative correlation between temperature and humidity 

Fig. 5. (a) Score plots and (b) loading plots obtained as a result of EM/PCA of standardized X2 data set.
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(parameters nos. 2 and 3) and between SO2 concentration 
and humidity (parameters nos. 5 and 3).

Conclusions

The environmental data are usually very complex 
and treatment of this type of data requires applying ad-
vanced methods of data handling, such as chemometric 
or environmetric ones. The environmental data sets are 
often contaminated by outlying elements which occur 
due to instrument malfunctioning or due to a temporary 
dramatic change in the environment. As the main goal 
of data analysis is the generation of general conclusions 
on the studied data set, these unique objects should be 
identified and eliminated. Another problem in environ-
mental data analysis is missing elements in the stud-
ied data set. The robust statistics and robust methods 
of data analysis have an advantage over classical ones, 
especially due to the fact that the data containing outli-
ers can be analyzed, based on the proper estimation for 
the data majority.

Chemometric methods offer useful tools for solv-
ing the problem of missing elements and outliers sepa-
rately, but they are useless when these problems ex-
ist simultaneously in the data set. A strategy enabling 
the exploration of contaminated data sets with missing 
elements is widely discussed in this paper. The final 
EM/PCA model, constructed for the initial data set 
with correctly identified outliers replaced by missing 
elements, allows for extracting valuable information 
about the analyzed phenomenon. It has been shown 
that the proposed strategy can be successfully applied 
in environmental studies. 
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