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Introduction

Many epidemiological studies have demonstrated the 
association of air pollution with deterioration in human 
health. experimental studies in humans have also shown 
that air pollutants, including ozone, sulphur dioxide, in-
halable particle and nitrogen oxides, can all aggravate 
airway pathology by causing or provoking inflammation. 
The levels of air pollution have been associated with re-
duced pulmonary function, increased respiratory symp-
toms and even increased mortality [1-4].

Public opinion is becoming more concerned relating 
to environmental issues and at the same time new regu-
lations are being enforced to control pollution deteriora-
tion of ambient air quality. Many environmental modelers 
have already successfully accomplished studies conduct-
ed on atmospheric air quality modeling. The aim of these 

studies has been to predict ground-level concentrations at 
specified locations in order to define air pollution control 
strategies.

several methods have been used for modeling air 
quality. In recent years, artificial neural networks (ANNs) 
have become a popular and useful tool for modeling envi-
ronmental systems [5]. Computing with neural networks 
is one of the fastest growing fields in the history of artifi-
cial intelligence (AI), largely because NNs can be trained 
to identify nonlinear patterns between input and output 
values and can solve complex problems much faster than 
digital computers. Owing to their wide range of applica-
bility and their ability to learn complex and non-linear 
relationships – including noisy or less precise informa-
tion – nns are very well suited to solving problems in 
environmental engineering and in particularly towards the 
analysis of air pollution [6, 7].

Many modellers have successfully used neural net-
work models in prediction of So2 episodes [8], ozone and 
nO2 [9-10], and particulate matter levels [11-13]. In this 
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context, the approach of ANNs has become a popular and 
useful tool for predicting air pollution problems. These 
models provide a better alternative to statistical models 
because of their computational efficiency and ability to 
generalize. Initially, a neural network model was used by 
Bonzer et al. [14]. and applied it to predict So2 concentra-
tions resulting from a power plant in complex terrain. In 
that study, meteorological parameters and historical data 
on observed sO2 concentrations from within the vicinity 
of where a power plant was located were used as inputs. 
The result of the study was that anns can be applied to 
predict air pollutant concentrations in complex terrain. In 
recent years, there has been a major focus on ANN re-
search towards the development of more efficient training 
algorithms. In general, two types of multilayer percep-
trons are available; feedforward networks and feedback 
networks. Feedforward networks can be used for function 
approximation and pattern recognition. over the last few 
years, recurrent networks have been proposed as an alter-
native to feedforward networks, particularly in time series 
applications. Feedback networks can be useful in predict-
ing temporal and spatial patterns from data series [5].

In this study, artificial neural network models with 
back propagation algorithms were used to predict So2 
and PM concentrations observed at two different stations 
in the coastal mining area of zonguldak using meteoro-
logical data. The models accurately match the trend of 
sO2 and PM concentrations. The results obtained by the 
proposed models show that artificial neural networks can 
be used efficiently in the analysis and prediction of air 
quality.

The Study Area

zonguldak is a coastal city located in the western 
Black Sea region of Turkey at 41°27’N, 31°46‘e (Fig. 
1). It has a current population of about 108,000. The 
city is characterized by a “black diamond,” signifying 
the importance attached to the coal produced in the area. 
zonguldak is the primary mining centre of Turkey, with 
many underground coalmines run mainly by the govern-
ment. In fact, the local economy has relied heavily on 
coal mining and the coal industry for decades. at pres-
ent, the decline in the industry has already begun having 
adverse repercussions upon the local economy [15]. The 
development of the city and rapid rise in the population 
were associated with the growth of this coal industry af-
ter the 19th century. an adverse consequence of the rise in 
population and industrialization was the increase in envi-
ronmental degradation, particularly in terms of air qual-
ity in zonguldak. In zonguldak, sulphur dioxide has been 
emitted into the atmosphere unchecked, especially in the 
hard coal mining region. in addition to sO2 emission, the 
hard coal mines also emit particulate matter containing 
hazardous heavy metals into the city’s atmosphere. it is 
well known that underground mining impacts directly the 
health of those working underground, but opencast min-

ing creates wider air-quality deterioration due to dust and 
gaseous pollutants in and around the mining complexes 
[16]. The measured monthly average concentrations of 
sO2 and PM (μg/m3) are shown in Fig. 2. Annual aver-
age concentrations of sO2 and PM display no significant 
variations, 65.55μg/m3, and 72.21μg/m3, 70.65μg/m3 for 
sO2 84.35μg/m3, 79.68μg/m3, 73.09μg/m3 and for PM 
from 1999 to 2001. According to the Turkish Ministry of 
health’s air pollution control regulations, annual mean 
concentration limits are 60μg/m3 for sO2 and PM; how-
ever, all these records exceed 60μg/m3.

In zonguldak, chronic respiratory asthma and chronic 
bronchial diseases are found to be prevalent. epidemio-
logical surveys have shown that children and young adults 
suffer from asthma [17].

In 1997, an environmental Management Committee 
was founded to investigate the environmental problems 
resulting from mining, industrial and domestic activities 
in zonguldak and to coordinate subsequent environmen-
tal protection and improvement activities. The committee 

Fig. 1. Map of zonguldak City, Turkey, showing the locations of 
monitoring stations (M: Meteorological station, Be: Bahçeliev-
ler Station and CC: City Centre Station).

Fig. 2. Monthly average concentrations of So2 and PM during 
1999-2002.
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consists of representatives from the central government, 
the municipality of zonguldak, industry and the coal com-
pany. Therefore, prediction of air quality is increasingly 
gaining importance.

The Method and Data

The data

The data are provided by two air quality measure-
ment stations established by the Turkish Ministry of 
health. sO2 and PM concentration data for the season 
through January-december 2002 are monitored for 
24-hour periods at the two sites. These 24-hour So2 
and PM concentration averages were used as pollut-
ant parameters. one of the stations, Bahçelievler, has a 
hospital, residential area and some social centres in its 
locality. The other is the City Centre station, which was 
located directly on the city’s main traffic artery close to 
schools and a business district in zonguldak. The input 
parameters for the model include the meteorological 
variables provided by the Governmental Meteorology 
office. The meteorological station is also located very 
close to the Bahçelievler station at a distance of ap-
proximately 100 meters. All parameters are shown in 
Table 1 with their descriptive statistics. The predomi-

nant wind direction is expressed showing 16 directions 
exhibited by the wind rose. The directions are num-
bered according to the reference numbers: N=0, e=0.5, 
S=1, W=-0.5. 

The neural network model was developed for each 
station (Bahçelievler, City Centre) and for each pollut-
ant (So2, PM), individually. Thus, the four prediction 
models were trained and tested. In these models, me-
teorological data were used as input parameters in the 
prediction of sO2 and PM concentrations a day later. 
Furthermore, the So2 and PM concentrations pertain-
ing to the day the meteorological data was taken (i.e. 
pollutant levels for the day prior to the prediction day) 
were also used as inputs. In this way, the potential ef-
fect of the perpetuity of pollution in the atmosphere 
was also included in the models. all daily data were 
divided into three parts. The odd days during the afore-
mentioned 2002 period were used as the training set 
comprising 175 data, thereby increasing the ability of 
the model to generalize through understanding or infer-
ring the state of pollution throughout the year using the 
meteorological data in the study period. The even days 
were used as the testing set comprising 150 data. here 
it was desired that the model that had previously been 
trained using the 175 data set would use meteorological 
data to predict the sO2 and PM concentrations for the 
next day, following each of the 150 test set days. Ad-

Table 1. Target and input variables considered in the neural network models.

Parameters unit Minimum Maximum Mean Std. deviation

sO2_Be* (target) µg/m3 13.00 196.00 64.3529 35.9930

PM_Be (target) µg/m3 2.00 335.00 70.2389 67.6290

sO2_CC* (target) µg/m3 13.00 299.00 91.1378 53.2464

PM_CC (target) µg/m3 4.00 579.00 99.3314 97.8300

sO2(t-1)_Be µg/m3 13.00 196.00 64.5777 36.2837

PM(t-1)_Be µg/m3 2.00 335.00 70.0294 67.3942

So2(t-1)_CC µg/m3 14.00 299.00 91.3167 53.0580

PM(t-1)_CC µg/m3 4.00 579.00 99.9971 98.7997

Pressure mb 978.00 1018.00 1000.3021 6.1963

cloudiness x/10 .00 10.00 4.7713 3.2003

relative humidity % 30.00 97.00 74.9589 13.3175

Wind speed_mean m/sec .00 8.00 2.2053 1.0949

Wind speed_max m/sec 2.00 24.00 8.0381 3.6800

Wind direction - - - -

Temperature_max °c .10 35.20 11.3912 10.0242

Temperature_mean °c -.30 2.90 1.4120 .7202

Temperature_min °c -4.40 24.30 7.5842 7.5777

* Be: Bahçelievler station, CC: City Centre station
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ditionally, 16 even days were used as a validation set 
for the model. 

The Neural Network

Neural network models are biologically oriented 
structures and have been used for prediction of gas and 
particulate matter pollution. a brief description of the 
applications of neural network in atmospheric science 
is given by Gardner and dorling (1998)[18]. A neural 
network consists of a number of processing elements, 
normally arranged in layers. each processing element is 
linked to elements in the previous layer by connections 
that have an adaptable strength or weight. The adaptation 
of these weights is performed by a learning algorithm and 
this adaptation process improves the learning capability 
of the system, thereby enabling it to generalize for new 
situations.

The multilayer perceptron is the most popular type 
of neural network in such applications. It was developed 
during the 1980’s and was the first recognized model 
that could process nonlinear data. Training of a multi-
layer perceptron proceeds in the following way: at the 
outset, the weights and biases in the network are initial-
ized with small random initial values. Then a training 
pattern is applied to the input units, and the activations 
of neurons in the first hidden layer are calculated. The 
outputs produced by these neurons via the transfer func-
tion are fed to neurons in the next layer. This forward 
process is repeated at each layer until an output signal 
from the neurons in the output layer is obtained. in this 
learning process, one possible technique is to use a pro-
cedure known as gradient descent process that finds only 
the nearest local minimum in the mean square error from 
any given set of initial connection values. The backprop-
agation training algorithm uses this procedure to attempt 
to locate the global minimum of the error surface.

In this study, a three-layer recurrent network that con-
sists of an input layer, output layer and one hidden layer 
was used.

Results and Discussion

The aim of this study was to predict the values of 
sO2 and PM concentration using the artificial neural 

network model. For the neural network models, the 
meteorological variables at one site were used as in-
put variables for two stations. The neural networks 
were selected to train the data collected at the two 
stations. The accuracy of the neural network models 
are depicted graphically in a time series of sO2 and 
PM concentrations for all months. Fig. 3 presents the 
observed sO2 and PM concentrations versus the mod-
el-predicted concentrations for January-december 
2002. As seen from Figs. 3 a–b, the predicted pollut-
ant concentrations are concordant with the observed 
concentrations on a majority of the days. The best re-
sults were obtained in the training data set. it was seen 
that the maximum So2 and PM concentrations were 
observed approximately during the period of winter 
season as shown in Figs. 2 and 3. Such concentrations 
increased as a result of urban heating systems, local 
meteorology and topography. The averages of the ob-
served sO2 concentrations were 100, 129 and 133 µg/
m3 in November, december and January, respectively. 
during this period, the averages of the observed PM 
concentrations were 145, 172 and 194 µg/m3. The ob-
served PM concentrations were higher than those of 
sO2 at both stations. This can be attributed to the coal 
mining, energy (power plant) and steel industry in the 
city and its vicinity.

For validation of the models, regression method was 
used with the predicted values as independent variables 
and observed values as dependent variables. at the 
Bahçelievler station, the determination coefficient (R2) 
between observed and predicted values of sO2 concen-
trations for the training data was 0.829 and for testing 
data was found to be 0.668. (Table 2 which shows the 
determination coefficients and correlations between 
observed and predicted values for the pollutants at the 
two stations.) For PM concentrations, R2 was 0.820 for 
the training set, and 0.808 for the testing set, respec-
tively. The determination coefficient indicates that the 
fitted model explains the percentage of the variability 
between observed values and the neural network model 
predictions. ANoVA analysis was performed to check 
this statistical relationship. The P-value in the ANoVA 
analysis was found to be less than 0.01, which indicated 
a statistically significant relationship between the vari-
ables at the 99% confidence level. Correlations between 
observed and predicted values were highly significant at 
the 0.01 level.

Table 2. determination coefficients and correlations between observed and predicted values for neural network models. 

station

sO2 PM

Training set Testing set Training set Testing set

r2 correlation r2 correlation r2 correlation r2 correlation

Bahçelievler 0.829 0.910 0.668 0.817 0.820 0.905 0.808 0.899

city centre 0.776 0.881 0.776 0.881 0.768 0.876 0.789 0.888
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Conclusion

In this study, the neural network model based on past (his-
torical) values of So2, PM concentrations and meteorologi-
cal variables were developed using artificial neural networks. 
The neural networks were trained in the hidden layer, which 
predicted the values by making use of the measured values.

The models explained the daily variation in pol-
lutant concentrations and effectively predicted the ob-

served values for the city of zonguldak. We can con-
clude that knowledge of the sequence of past values 
of air pollutant concentrations is of considerable sig-
nificance in order to predict its future values. Meteo-
rological conditions at the intended time of prediction 
also have an important effect on air pollution model-
ing. It was also shown that the neural network model 
provides a good agreement with measured values of 
air pollutants.

Fig. 3. Results of neural network models with (a) training set; (b) testing set for two stations (January-december 2002 period.)
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zonguldak’s air quality has been poor due to the city’s 
nearby coal mines. The main source of air pollution is the 
hard coal mines. To overcome air pollution in zonguldak, 
the environmental committee decided to draw up and 
implement the zonguldak Clean Air Project, reflecting 
the authorities’ decision to take an active role in reducing 
air pollution. air quality monitoring and modeling serves 
to assess the success of suitable policies, projects and 
programs. The results of modeling studies will show the 
health impacts of pollution and will promote local capac-
ity to identify the goals and objectives of environmental 
policy of zonguldak.
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