
Introduction

Riverflow in a specific geographical region is affected
by rainfall, evaporation, topography, lithology, vegetation
heterogeneity and other factors, including regional and
global climatic fluctuations [1-3]. Estimation of riverflow
variability is important for many practical purposes, partic-
ularly in water resources management. These include reser-

voir operations, irrigation management, hydroelectric
power generation, flood and drought control, and recre-
ational sports. Specifically, knowledge of temporal vari-
ability in riverflow can be used to assess extreme events of
floods and droughts [4]. Development of appropriate math-
ematical and statistical models of riverflow variability may
lead to a better understanding of riverflow dynamics and
aid in forecasting and strategic planning for control of cat-
astrophic events. The purpose of this paper is to investigate
the statistical properties of riverflow variability in the Odra
River basin in souhwestern Poland.
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Abstract

We have analyzed the statistical characteristics of riverflow variability in the Odra River basin in south-

western Poland. In particular, we have examined the daily discharge time series recorded at 15 sites from

November 1971 to October 2006. The skewness and kurtosis values of the time series are computed to deter-

mine if the empirical distribution of the data follows a normal distribution. The empirical distributions of all

the time series are found to be non-Gaussian. The kurtosis values are interpreted in terms of intermittency, and

together with skewness they are found to be significantly correlated with morphometric properties of the sub-

basins. In addition, several theoretical probability distributions are fitted to the riverflow data at each site.

Among them, the 5-parameter Wakeby distribution is found to provide the best overall fit. Subsequently, the

Wakeby distribution is used to calculate the return periods. Finally, the trend and stationarity around a trend of

the various riverflow time series are assessed using the Cox-Stuart and Phillips-Perron (Dickey-Fuller) statis-

tical tests. A decreasing trend is found in the daily discharge data at all sites, but there is no evidence of non-

stationarity around the trend over the time span of the data record. A good understanding of the statistical char-

acteristics of riverflow fluctuations in the Odra River basin is essential for water resources planning and man-

agement, including flood control and prediction in SW Poland.
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There have been many studies on riverflow variations in
basins around the world to determine the types of probabil-
ity distributions that govern the riverflow patterns. Among
others, Yevjevich [5] examined 140 river basins worldwide
and observed that the annual streamflow in about 70% of
the basins follows a normal distribution. Finlayson and
McMahon [6] investigated the annual average streamflow
at 974 sites in different regions of the world and concluded
that at approximately 60% of these sites the streamflows
can be described by a normal distribution. However, they
also found that in only about 31% of sites in Australia and
South Africa the streamflow can be approximated by a nor-
mal distribution. These studies indicate that for many loca-
tions, depending on geography and climatic conditions,
streamflow may as well be governed by other types of dis-
tributions. For example, Markovich [7] examined annual
streamflow at 446 sites throughout the United States and
showed that it is best fitted by the gamma distribution. Lof
and Hardison [8] analyzed the annual average streamflow
across 22 water resources regions in the United States.
They concluded that the normal distribution applies to the
streamflows in a few states, the lognormal distribution in a
few other states, and the Weibull distribution in the remain-
ing states. More recently, Vogel and Wilson [9] examined
1,455 sites throughout the U.S. and demonstrated that the
Pearson type III (P3) distribution best fits the U.S. annual
minimum streamflows, whereas P3, log-Pearson type 3
(LP3) and 3-parameter lognormal (LN3) distributions are
all acceptable distributions for modeling annual average
streamflows. In addition, Kroll and Vogel [10] analyzed
low-flow time series across the U.S., and recommended P3
and LN3 distributions at the intermittent and nonintermit-
tent (perennial) sites, respectively. The U.S. Water
Resources Council [11] advocates the use of log-Pearson
Type III distribution as the appropriate model for analysis
of annual peak series data.

Several researchers have examined the statistical prop-
erties of Canadian streamflows. Among them, Yue and
Wang [12] identified the types of probability distributions
for riverflows in different climatic regions of Canada. They
showed, that depending on the region, one or more of the
following distributions can be used to characterize river-
flow variability: P3, LP3, LN3, and the generalized extreme
value (GEV) distribution. In a recent study, Arbelaezi and
Castro [13] indicated that in order to model discharges
accurately, it is sometimes necessary to use more flexible
distributions than those mentioned above. They found the
5-parameter Wakeby distribution to be the most suitable
model for describing low-flow discharges in some
ungauged basins in Colombia.

Trends in hydrologic data are also analyzed by many
researchers [14-16]. There are several methods for trend
detection such as the Cox-Stuart (C-S) test [15, 16], and the
Mann-Kendall (M-K) test [14, 17]. Using the M-K test,
Zhang et al. [18] estimated the long-term trend in 50 years
of historical discharge data of the Yellow River in China.
Kundzewicz et al. [19] also applied the M-K test to evalu-
ate the trend in the annual maximum flows in various rivers
throughout the world. 

The Odra River, the focus of the present paper, is the sec-
ond largest river in Poland. It has experienced 13 major
floods since 1880 [20]. The major floods in the 20th century
occurred in 1902, 1903, 1977, 1985 and 1997 [21]. Among
them, the flood of July 1997 has been the most devastating
[22, 23]. During this flood, 115 people died in the Czech
Republic and Poland [24], and the economic loss in both
countries is estimated to be nearly $ 6 bilion (U.S.).

In view of the fact that the Odra River is prone to flood-
ing, there has been a great deal of interest in modeling and
forecasting its temporal variability. Among others, De Roo
at al. [25, 26] applied the physically-based LISFLOOD
model for flood simulation within the Odra River basin.
This model was subsequently extended by Gouweleeuw et
al. [27]. For the simulation of the Odra River flow in its
upper and middle reaches, Butts et al. [28] used the MIKE
SHE framework, an advanced integrated hydrological
modeling system. Mengelkamp et al. [29] used the Surface
Energy and Water Balance (SEWAB) approach to simulate
the discharge variability at sites located along the Odra
River. Niedzielski [30] analyzed the discharge time series in
the Odra River basin to predict extreme flows using multi-
variate autoregressive stochastic models. A nonstationary
approach was used by Strupczewski et al. [31] for flood fre-
quency modeling of Polish rivers. They discovered trends
in their mean values and variances and fitted the optimal
probability distributions to the annual maximum riverflow
data. Van Gelder et al. [32] also found appropriate proba-
bility distributions to the annual maximum discharge time
series of the Odra River basin to evaluate extreme events. 

In this paper we investigate riverflow variability in SW
Poland by analyzing the daily discharge time series at 15
sites located along the upper and middles sections of the
Odra River for the period from November 1971 to October
2006. In order to characterize the statistical properties of
riverflow fluctuations, we use the skewness and kurtosis
measures. We also link these measures with the basic mor-
phometric features of each subbasin, which are determined
using the Geographic Information System (GIS) tools. We
then fit theoretical probability distributions, such as the
GEV distribution, generalized Pareto (GP) distribution,
generalized logistic (GL) distribution, and the Wakeby dis-
tribution to the daily discharge data. As the Odra River is
regulated by several hydro-technical infrastructures that
modify the flood wave [21], we describe the human inter-
ventions and evaluate their impact on the statistical results.
As the Odra River is regulated by hydro-technical infra-
structure such as reservoirs that modify the flow [21], we
describe these human interventions by calculating the per-
centage maximum upstream storage capacity of the reser-
voirs with respect to the mean annual flow at the various
sites and estimate the extent of regulation. In order to better
describe the riverflow characteristics, trends and stationari-
ty around trends are assessed using the Cox-Stuart and the
Phillips-Perron statistical tests. 

A good understanding of the statistical properties of
riverflow patterns in the Odra River basin is essential for
water resources management, including flood control and
prediction in SW Poland. The skewness and kurtosis mea-
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sures allow us to make a better assessment of the peak flow
events as well as riverflow intermittency in the regional
scale. Estimation of trends, stationarity, and the probability
distribution can be crucial for modeling and predicting
flood wave propagation.

Study Area and Data

Upper and Middle Odra River 
Basin and Database

The Odra River, the second largest river in Poland,
forms an integral part of the Central European drainage net-
work. It originates at the foothills of the Sudetes Mountains
in the Czech Republic, and flows northward through Polish
territory into the Baltic Sea (Fig. 1). The length of the river
is 854 km, including both Polish and Czech sections. The
upper Odra River and its left tributaries are located in south-
western Poland and drain the Sudetes Mountains. The max-
imum elevation of the Sudetes Mountains is approximately
1,602 meters above sea level. The rivers draining the
Sudetes are prone to serious flooding that may occur after
extreme rainfall, and snowmelt leads to frequent flooding in
the lowland areas of Nizina Slaska in SW Poland.

We have examined 15 sites located along the Odra
River basin in SW Poland (Table 1, Fig. 1). Most of them
are located within the Nizina Slaska Lowland, but there are
also a few sites located in the hilly areas of the Fore-Sudetic
Block, the Sudetes and the Carpathian Mountains.
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Gauge
Basin area

above gauge
[km2]

Height
[m a.s.l.]

Ratio of maximum
upstream reservoir

volume to mean total
annual flow [%]

Chalupki 4,596 192.60 28.7

Krzyzanowice 5,870 184.66 21.5

Miedonia 6,738 176.28 18.6

Malczyce 26,860 95.03 20.7

Scinawa 29,605 86.72 18.5

Klodzko 1,084 281.48 X

Nysa 3,253 179.30 31.9

Skorogoszcz 4,499 139.85 26.3

Olawa 957 124.83 X

Bialobrzezie 165 159.48 X

Kraskow 686 176.28 6.8

Swierzawa 136 256.67 X

Cieszyn 424 266.94 X

Lenartowice 1,084 172.43 67.4

Staniszcze
Wielkie

1,099 187.52 0.4

Table 1. Upstream storage capacity as percentage of the mean
annual flow in the upper and middle Odra River basin between
1971 and 2006.

X – no large reservoirs upstream.

Fig. 1. Study area and the distribution of hydrological gauges under study.



The time series of daily discharge for the 15 sites are
obtained from: 
(1) the Hydrological Yearbooks of Surface Waters 1972-

1982, and 
(2) the Geoserver established within project No. PBZ-

KBN-086/P04/2003 financed by the Polish Ministry of
Science and Higher Education. 
The data spans the time interval from November 1971

to October 2006, and covers several rain- and snowmelt-
induced flood events. The biggest floods during this period
happened in August 1977 and July 1997, and were driven
by heavy rainfall in all SW Poland with extreme values
recorded mainly in the mountains [21, 22, 33]. 

Human Interventions in the Upper 
and Middle Odra River

As noted in the Introduction, there have been significant
human interventions along the Odra River basin. After the
great flood in 1903, 32 weirs and 32 sluices were constructed
[21]. The Odra River itself is channeled between Kedzierzyn
Kozle (SE sector of the study area) and Brzeg Dolny (NW
sector of the study area) [34]. The regulation works include
channels and embankments that aim at reducing the flood
waves at some places. There are 15 polders in the Odra River
valley and 12 dry reservoirs along its tributaries which were
constructed to reduce the maximum discharge during floods
[21]. There are also several dams and reservoirs within the
study area, e.g. in Nysa. There are a total of 24 reservoirs in
the Odra River basin (both in the Polish and Czech parts of the
basin) that enable storage of 931 million m3 [21].

More recently, the construction of the Raciborz reser-
voir has been extensively discussed [20]. There is also a
plan to construct the Kamieniec Zabkowicki reservoir [21].
According to Dziubek et al. [35], the idea of building water
reservoirs appeared in the late 19th century as a direct con-
sequence of floods in 1894, 1897, 1902, and 1903. After the
flood in July 1997 many hydro-technical constructions
were rebuilt. Several new constructions were introduced,
i.e. 3 weirs, 2 polders, and 2 flood reservoirs [21].

In order to quantify the impact of human interventions
on the flow, we have computed the percentage maximum
upstream storage capacity of the reservoirs with respect to
the mean annual flow at the various sites. At a few sites,
there are no reservoirs located upstream. At the remaining
sites, the flow that can be stored in the reservoirs varies
between 0.4% and 31.9% (Table 1). The only exception is
the Lenartowice site, for which maximum potential storage
can reach 67%. In practice, however, the mean annual vol-
umes measured in the reservoirs are far from reaching the
maximum. Thus, the similar ratio with respect to annual
mean reservoir volumes would exhibit lower values. The
channel works have some impact on the daily flow, but the
reservoirs have a much greater influence, and these values
show the extent of discharge modification caused by regula-
tion. The interpretation of the results at the sites, where the
flow can be considerably influenced by the upstream reser-
voirs, should be considered with caution (Table 1).

Methods

Statistical Measures and Probability 
Distributions

Statistical measures of the riverflow time series can be
given in terms of the mean, standard deviation, skewness
and kurtosis. For a time series x = (x1,..., xn), they are
defined as:

(1)

(2)

Here x̄, s, S, and K are the mean, standard deviation,
skewness and kurtosis, respectively. A nonzero skewness
implies deviation from a Gaussian distribution and is a mea-
sure of the asymmetry of the pdf, reflecting preferred fluc-
tuations in the time series. If the skewness is positive (nega-
tive), the pdf will be skewed to the right (left). Large posi-
tive skewness indicates that the values of the discharge are
generally less than their mean, with occasional large excur-
sions to values greater than the mean. The kurtosis is a mea-
sure of the flatness of the probability density function (pdf).
A value of kurtosis different from 3 indicates deviation from
a Gaussian distribution. A pdf with K > 3 is more peaked
with a heavy tail, and is referred to as super-Gaussian,
whereas a pdf with K < 3 is more flat than a Gaussian pdf in
appearance, and is referred to as sub-Gaussian.

Furthermore, the kurtosis of the pdf measures the
degree of intermittency in the time series [36, 37].
Intermittency refers to a phase of quiescence interrupted by
an active phase [38]. In the case of riverflows, intermitten-
cy implies periods of low flow (or no flow) intervened with
short periods of high flows. In particular, an excess kurtosis
(K > 3) indicates short periods of large fluctuations and is
indicative of intermittency. In general, the larger the kurto-
sis, the higher is the degree of intermittency.

The probability density functions of these intermittent
flows exhibit a characteristic heavy tail. The heavy-tail
character can be modeled by several theoretical probability
distributions such as the LN3, GL, GEV, GP, and the 5-
parameter Wakeby distribution. As will be shown below,
among them, the Wakeby distribution provides the best
overall fit.

The pdf of the 5-parameter Wakeby distribution is given
by the following expression [39]:

, (3)

...where α, β, γ, δ are shape parameters, and F(x) is its
cumulative distribution function (cdf). The inverse of the
cdf of the Wakeby distribution is defined as x(F), and it is
given by: 
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, (4)

...where ξ is a location parameter, and 
(1) ξ ≤ x <∞ if δ > 0,  γ ≥ 0; 
(2) ζ ≤ x ≤ ξ + α / β – γ /δ if δ < 0, γ = 0. 

The above parametrization is due to Hosking [40] and it
is different from that used by other authors [41]. In fact, the
parameterization (3) shows the Wakeby distribution as an
extension of the generalized Pareto distribution and gives
estimates of the parameters that are more stable under small
perturbations of the data [41]. In order that x(F) in Eqn (4)
represents an inverse cdf, the conditions γ ≥ 0 and γ + α ≥ 0
should be imposed. In addition, the following other restric-
tions must apply among the various parameters: 
(i) either β + δ > 0  or β = γ = δ = 0, 
(ii) if α = 0 then β = 0, 
(iii) if γ = 0  then δ = 0 [40, 42]. 

Because of its flexible nature, the Wakeby distribution
can be used to describe a natural process with several con-
tributing factors (rainfall, snowmelt) that should otherwise
be modeled by a mixture of several distributions. Since its
introduction, the Wakeby distribution has been used in sev-
eral hydrological and hydrometeorological studies [13, 43-
46].

Testing Hypotheses

The trend in a time series can be assessed using the
Cox-Stuart (C-S) test [47]. The null hypothesis H0 is: there
is no trend in the data. In order to apply the C-S test, one
needs to divide the time series x = (x1,..., xn) into two sub-
sets x(1) and x(2) of length n0. A time series x(1) comprises of
first n/2 elements of x, and x(2) corresponds to the second
half of the data set (even n case). If n is an odd number, the
middle element of x shall be skipped.

The test statistics are defined for i = 1, 2, 3,..., n0 as:

, (5)

...where

(6)

The probability distribution of T is binomial b(n0, p),
where p is a probability of ‘success’. If one assumes that H0

is true, the probability law of T is b(n0, 0.5). If the alterna-
tive hypothesis H1 allows both increasing and decreasing
trends, the rejection of H0 is based on the upper and lower
tails of the cumulative distribution function F(t) of the test
statistics T, t = 1,..., n0. The M-K test that is commonly used
in hydrology is not applied here, because it tests for the null
hypothesis of no trend or serial correlation in the time
series. As a result, significant autocorrelations in hydrolog-
ic data may lead to misinterpretation [48].

In order to test for stationarity around a trend, one may
apply the Phillips-Perron test [49]. The null hypothesis cor-
responds to non-stationarity, i.e. there exists a unit root in an
autoregressive model. The alternative hypothesis H1 is
equivalent to stationarity around the trend. To perform the
Phillips-Perron test, one must apply the Dickey-Fuller (D-
F) statistics [50]:

(7)

Here Δyt is the first difference operator, at + b is a linear
trend, ε = φ – 1, zt is white noise, and φ is an autoregressive
coefficient of the first order autoregressive process AR(1).

Results and Discussion

The basic statistical parameters such as the mean, stan-
dard deviation, coefficient of variation, skewness and kur-
tosis of the daily discharge time series at each of the fifteen
sites are listed in Table 2. The mean daily discharge varies
approximately between 0.5 and 182 m3/s, and tends to be
rather small at sites located along the Odra River tributaries
and quite large at sites located along the main river. In par-
ticular, downstream locations of both the Odra River and its
largest tributary in the study area, Nysa Kłodzka, exhibit
the highest mean daily flows. Standard deviation of the
daily discharge time series varies approximately between
0.8 and 133 m3/s and is also higher at downstream loca-
tions. The coefficient of variation is found to be between
0.61 and 1.88 at the various sites; note that the flow record-
ed at sites located in hilly areas or in the mountains is much
more variable than at downstream lowland sites (Table 2).

As mentioned earlier, the kurtosis of the empirical dis-
tribution function of a time series provides a quantitative
measure of its intermittency. It can be seen in Table 2 that
at all 15 sites the kurtosis (which is 3 for a normal distribu-
tion) has values much higher than 3. The lowest and high-
est values of the kurtosis are 12.05 and 731.10, at
Lenartowice and Nysa, respectively. A larger value of kur-
tosis implies a more intermittent flow pattern. Thus we see
that the most intermittent flows occur at sites that are locat-
ed in the mountainous and hilly areas. Indeed, at those sites
the kurtosis values are typically higher than 100.

The empirical distribution functions of the discharge
time series at all sites under study are heavy-tailed. The
heavy-tail property of the data is characterized by skewness
and kurtosis. From Table 2, note that the skewness values
range from 2.29 at Lenartowice to 20.46 at Swierzawa.
Positive skewness implies that the probability density func-
tion has a right tail. Higher values of skewness are reported
for sites situated in the mountains or in foothills. This may
be due to the fact that peak flows are rather more severe in
the mountains than in the lowland. Our analysis shows that
skewness and kurtosis measures are linked in describing the
intermittency patterns. Indeed, the Pearson correlation
coefficient is found to be statistically significant (p-value of
1.4 10-8) and equal 0.96. This indicates that the intermittent
flows in the study area are typically right-skewed.
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It has also been found that the skewness and kurtosis
values can be associated with topographic patterns of the
subbasins. For each site and its upstream contributing area,
we have calculated the mean elevation and mean slope
(Table 2). This is done using the USGS HYDRO1k digital
elevation model and GIS methods. The Pearson correlation
coefficients between skewness and mean elevation or mean
slope are found to be 0.58 and 0.65, respectively. These cor-
relations are statistically significant at the significance level
of 0.05. Similar relationships are found for kurtosis, with
the statistically significant correlation coefficients ranging
between 0.58 and 0.62. This finding confirms that the non-
Gaussian riverflow dynamics is more evident in the hilly
and mountainous areas with diversified topography. Thus,
geomorphology appears to be an essential factor controlling
the riverflow intermittency and the heavy-tail discharge
dynamics.

Finally, we try to fit several theoretical probability dis-
tributions to the daily discharge data. These include the 3-
parameter family of distributions such as the LN3, GL,
GEV, GP, and the 5-parameter Wakeby distribution [40].
Among them, the 5-parameter Wakeby distribution is found
to model the discharge data most accurately. 

For the sake of brevity, only the results for Wakeby dis-
tribution are presented below. To illustrate the results, we
have chosen the following four sites: Chalupki, Scinawa,
Swierzawa, and Staniszcze Wielkie. The time series of the
daily discharge at these sites are plotted in Fig. 2, and the
histograms of the empirical distributions and the fitted
Wakeby distributions are shown in Fig. 3. It is apparent

from Fig. 3 that the Wakeby distribution models the data
quite well, especially for higher discharge. Some misfit can
be observed for low flows around the modal values, where
the Wakeby distribution tends to overshoot. We have
assessed the goodness-of-fit of the Wakeby distribution
using a probability-probability (P-P) plot that compares the
empirical cumulative distribution function of a dataset with
a specified theoretical cumulative distribution function. P-P
plots have been used in a wide variety of applications [51,
52]. For the daily discharge data examined here, the P-P
plots show that the Wakeby distribution fits the data quite
well. For brevity the P-P plots are not presented here. 

The fitted Wakeby distributions have been used to
calculate the exceedance probability, i.e. the probability
that the daily discharge X exceeds a specified value x,
P(X > x) = 1 – F(x). For the purpose of illustration, two
specific threshold values (x) have been selected: 
(a) the maximum daily discharge of the flood of August

1977, and 
(b) the maximum daily discharge of the flood of July 1997. 

The exceedance probabilities are expressed in terms of
return periods at different sites (Table 3). We note from this
table that, for the August 1977 threshold, the return period for
the site Cieszyn is 611 days in 100,000 days (about 274
years). The corresponding figures for the other 14 sites are
lower than 87 days in 100,000 days. For the larger threshold
discharge values of the July 1997 flood, the return periods are
reduced to 40 days in 100,000 days and less at many sites.

Regarding the analysis of trend, the values of the C-S
statistics for the various riverflow time series are found to
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Site
Mean
[m3/s]

Standard 
deviation

[m3/s]

Coefficient of
variation

Skewness Kurtosis
Mean elevation in

subbasin above a site
[m a.s.l.]

Mean slope in
subbasin above a

site [degrees]

Chalupki 42.58 55.41 1.30 9.29 186.72 483.23 1.90

Krzyzanowice 56.93 68.12 1.20 10.59 260.64 457.08 1.82

Miedonia 65.80 76.34 1.16 9.34 208.60 432.06 1.65

Malczyce 157.12 127.08 0.81 6.34 83.56 298.18 0.98

Scinawa 182.28 133.45 0.73 5.04 54.78 290.09 0.98

Klodzko 13.06 15.99 1.22 12.57 352.69 565.37 2.94

Nysa 28.28 32.22 1.14 19.12 731.10 481.46 2.50

Skorogoszcz 34.30 38.19 1.11 9.85 177.09 396.51 1.87

Olawa 3.79 3.13 0.83 6.02 57.73 197.66 0.51

Bialobrzezie 0.48 0.81 1.69 9.46 142.35 243.92 0.92

Kraskow 4.41 7.77 1.76 12.14 223.49 380.34 1.77

Swierzawa 1.18 2.22 1.88 20.46 612.85 422.45 1.92

Cieszyn 8.68 13.00 1.50 9.25 174.65 539.73 3.01

Lenartowice 6.37 3.86 0.61 2.29 12.05 272.41 0.47

Staniszcze
Wielkie

7.03 7.13 1.01 5.80 78.74 241.98 0.28

Table 2. Basic statistics of daily riverflow time series from upper and middle Odra River basin.
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Fig. 2. Daily discharge time series from November 1971 to October 2006; (A) Chalupki; (B) Scinawa; (C) Swierzawa; (D) Staniszcze
Wielkie.

Fig. 3. Comparison between histograms of daily discharge data and the Wakeby densities; (A) Chalupki; (B) Scinawa; (C) Swierzawa;
(D) Staniszcze Wielkie.



be between 2,161 and 3,019 (Table 4). The null hypothesis
(no trend) is thus rejected against the alternative hypothesis
of a declining trend. This finding holds for each discharge
time series at the significance level of 0.001 or lower, and
may be interpreted as the consequence of high discharges in
the 1970s and low discharges between 1985 and 1995. On
the regional scale, the southern catchments of the Baltic Sea
drainage basin demonstrate similar trends [53]. This is
caused by a significant decrease of precipitation in the
southern subbasins of the Baltic Sea drainage basin and
increase in evapotranspiration.

The values of the D-F statistics for the test of stationar-
ity around a trend vary between -50.9 and -16.3 (Table 4),
which means that all 15 riverflow time series are stationary
around a trend (at the significance levels of 0.01 or small-
er). The rejection of the null hypothesis and, as a result,
accepting stationarity around a trend is essential for autore-
gressive modeling.

These two test results partially confirm those of previ-
ously reported studies. Indeed, Absalon and Matysik [54]
found that during the period 1970-2000, discharges along
the upper Odra River reveal a decreasing but statistically
insignificant trend.

Concluding Remarks

We have characterized the statistical properties of river-
flow variability in SW Poland by analyzing the daily dis-
charge data at 15 sites in the Odra River basin for from

November 1971 to October 2006. We found that the river-
flow time series at these sites exhibit various degrees of
temporal intermittency, and each time series follows a
super-Gaussian distribution. In addition, it is found that the
skewness and kurtosis values of the empirical distributions
can be linked to surface topography of the subbasins in the
study area. We have also fitted several theoretical probabil-
ity distributions to the daily discharge data. Among them,
the 5-parameter Wakeby distribution was found to provide
the best overall fit. From the fitted Wakeby distribution,
return periods were estimated using the threshold discharge
levels of the August 1977 and July 1997 flood events. The
daily discharge time series at all 15 sites exhibit statistical-
ly significant declining trends during the study period. This
may be explained by relatively high discharges in the 1970s
and low discharges in the period 1987-1996. The daily
riverflow time series are also found to be stationary around
a trend. A good understanding of the statistical characteris-
tics of riverflow variability in the Odra River basin may be
useful for water resource planning and management,
including flood control and prediction.
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Site River
Maximum dis-
charge in 1977

Return period threshold -
maximum discharge in 1977

[days-in-100,000 days]

Maximum dis-
charge in 1997

Return period threshold -
maximum discharge in 1997

[days-in-100,000 days]
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Bialobrzezie Sleza 17.6 30 15.3 40

Kraskow Bystrzyca 181.0 13 227.0 7

Swierzawa Kaczawa 74.4 10 92.7 7

Cieszyn Olza 70.1 611 298.0 13

Lenartowice Klodnica 38.3 63 48.3 19
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Wielkie

Mala Panew 92.6 68 187.0 8

Table 3. Return periods determined using the Wakeby distribution for maximum discharges recorded in August 1977 and July 1997.
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