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Abstract

Rapid economic growth in the Beijing-Tianjin-Hebei region has been accompanied by a dramatic increase in carbon emissions. Therefore, a precise study of forecasting carbon emissions is important as regards curbing them. To identify the influence factors of carbon emissions and effectively predict carbon emissions under the three different GDP growth rate scenarios in the Beijing-Tianjin-Hebei thermal power industry, we employed a combination of the improved particle swarm optimization-back propagation algorithm (IPSO-BP) with scenario prediction. The results are as follows:

1) The influencing degree of carbon emissions factors from strong to weak are the installed capacity of thermal power, thermal power generation, urbanization rate, GDP, and utilization ratio of units (with grey correlation degrees of 0.9262, 0.9247, 0.8683, 0.8082, and 0.7704, respectively).

2) Compared with the BP neural network, it is testified that using the IPSO-BP neural network model with an annual average relative error of 2.53%, while the prediction precision of BP neural network is 5.07%. Besides, the number of iterations to achieve the optimal solution is approximately reduced by 33%.

3) GDP is the contributor to the increment of carbon emissions of the power industry, whereby GDP growth rate can be reduced appropriately to curb carbon emissions, avoiding excessive pursuit of economic growth.
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Introduction

The climate change problem caused by greenhouse gas emissions has become a global issue of common concern today. A recent study shows that carbon emissions affect thermal comfort and lead to climate change problems [1], thus affecting natural areas and coastal areas [2-4]. As the world’s largest emitter of greenhouse gases, China has been taking active measures to cope with climate change. At the 2009 Copenhagen Summit, the Chinese government committed to reduce its national carbon emissions carbon intensity by 40-45% over the period 2005-20 [5]. The power industry mainly adopts coal-fired power generation and is the leading source of carbon emissions across China. To achieve the fixed goal, the power industry is supposed to shoulder a big responsibility. Accompanied with the implementation of the Beijing-Tianjin-Hebei regional integration strategy, the economy of the Beijing-Tianjin-Hebei region has developed rapidly. In December 2016, the Beijing-Tianjin-Hebei region and surrounding areas account for about half of the total coal consumption of China. Besides, the installed capacity of thermal power accounts for 35% of that in China, according to Zhao Yingmin, vice minister of environmental protection. So it has become the area with the most energy consumption and carbon emissions. Accordingly, the inhibition of carbon emissions is a paramount way to protect the environment, thus research on carbon emissions from the thermal power industry in the Beijing-Tianjin-Hebei region seems increasingly necessary and important.

There are many kinds of forecasting methods for predicting carbon emissions – specifically accordance with the different classification criteria that may fall into various patterns. Based on the number of methods adopted, all forecasting methods can be divided into single forecasting and combined forecasting methods. The single forecasting method has grey prediction [6], linear regression [7], discriminant analysis [8], time series prediction [9], support vector machine [10], BP neural network [11], and so on. Although the single forecasting method has the advantage of ease of use and ease of understanding, the shortcomings of its narrow applicable range and low accuracy limit its further application. Due to the limitations of the single forecasting method, the combined forecasting method is imported for further analysis and forecast. The combined forecasting method is a popular research topic that combines various technologies and single forecasting methods, such as [12-15]. Besides that, according to whether or not to consider the impact of factors, existing forecasting methods can be classified into two types. One based on the change trend of previous data ignores the factors that affect carbon emissions, such as grey prediction [16] and time series prediction [17]. Conversely, the other takes into account the influence factors related to carbon emissions, such as scenario prediction [18], the STIRPAT model [19], and the BP neural network.

In the present period, there are a lot of studies for carbon emissions including indoor and outdoor, especially urban cities and parks [20-23]. Besides, the forecasting methods of carbon emissions mainly encompass scenario prediction, the STIRPAT model, and time series prediction. Time series prediction highlights the effect of time sequence factor while other factors tend to be ignored. Besides, it is applicable only to the short-term prediction. The STIRPAT model takes into account the influence factors on carbon emissions owing to the fixed quantitative calculation, and it is limited in the prediction error caused by a multicollinearity of influencing factors. Given carbon emissions affected by many factors, scenario prediction has become the mainstream of forecasting carbon emissions [24]. By the analysis of environmental effect and exterior factors affecting research subjects, the whole process of scenario prediction is to simulate different kinds of possible scenarios and predict future prospects; however, there exist large errors in scenario prediction.

From the previous literature, it can be concluded that there are some drawbacks to the existing single forecasting methods, and the combined forecasting methods in predicting carbon emissions have been widely used. Moreover, the comprehensive research findings mainly concentrate on the level of countries or regions around the world, while research on carbon emissions in the Beijing-Tianjin-Hebei thermal power industry appears to be not enough. Furthermore, existing literature has short time spans. For remedying the shortcomings of existing methods and study objects, this paper combines the improved particle swarm optimization-back propagation algorithm (IPSO-BP) with scenario prediction to predict carbon emissions under the three different GDP growth rate scenarios in the Beijing-Tianjin-Hebei thermal power industry during 2015 to 2020. The BP neural network has the ability of high fault tolerance and self-adaptability for unstructured and clear irregular data and has been proven to predict carbon emissions [25]. Besides, the main objectives of this paper are:

1. To identify and select the major influence factors pertaining to carbon emissions by the Beijing-Tianjin-Hebei thermal power industry by grey relation analysis.
2. To testify to the performance of the improved model while the IPSO-BP neural network model and BP neural network are tested along with a comparative analysis.
3. To predict the carbon emissions under the three different GDP growth rate scenarios in the Beijing-Tianjin-Hebei thermal power industry from the perspective of the combination of the IPSO-BP neural network model and scenario prediction.
4. To provide policy recommendations for the low-carbon development of the Beijing-Tianjin-Hebei thermal power industry.

The rest of this study is constructed as follows: Firstly, based on the analysis of influence factors of carbon emissions by GRA, Section 2 describes the model and data used for empirical analysis. Secondly, Section 3 illustrates and discusses the empirical results. Finally, conclusions and policy implications are presented in Section 4.
Material and Methods

Date Source and Estimation

With no official data of carbon emissions releases currently scheduled from the Beijing-Tianjin-Hebei thermal power industry, there is a need to calculate energy-related carbon emissions in this paper. At present, it should be noted that carbon emissions of the thermal power industry only involve that of fossil energy consumption dominated by coal in the process of thermal power generation [26]. Take the particularity of the power industry into consideration and on the basis of the industry carbon emissions formula proposed by Li Hong and Ya Kun [27], the specific calculation formula can be simplified as follows:

\[ c_j = \sum_{i=1}^{n} p_{ji} \cdot \zeta_i \cdot k_i \]  \hspace{1cm} (1)

…where \( c_j \) is total carbon emissions of industry \( j \) (represents the thermal power industry); \( i \) denotes fossil energy types, involving raw coal, cleaned coal, briquettes, and other types of coal, oil and its products, and gas and its products; \( p_{ji} \) refers to the consumption of \( i \)th fossil energy; \( \zeta_i \) is the conversion coefficient of fossil energy \( i \) to standard coal; and \( k_i \) is the carbon emission coefficient of fossil energy \( i \). Noticeably, standard coal coefficient and carbon emission coefficients adopt the recommended value of IPCC [28]. Moreover, in order to intuitively observe the variation trend of carbon emissions, the amount of carbon emissions are shown in Fig. 1 based on Equation (1).

The total GDP of Beijing-Tianjin-Hebei is derived from the China Energy Statistical Yearbook, and it is converted to 2005 prices to eliminate inflation. Furthermore, thermal power generation and installed capacity of thermal power are total values of the thermal power industry in three provinces and cities, while utilization ratio of units is the average, and the data are all collected from the China Electric Power Yearbook (1995-2015), Other relevant data come from the Beijing Statistical Yearbook (1994-2015), Tianjin Statistical Yearbook (1994-2015), and Hebei Economics Yearbook (1994-2015).

Grey Relation Analysis

Given the numerous related factors of carbon emissions, the secondary factor can be ignored to make the algorithm more concise and effective. In reference to existing research results [29-30] and the characteristics of the thermal power industry, the influence factors of the carbon emissions in this paper mainly consist of thermal power generation, urbanization rate, GDP, installed capacity of thermal power, and the utilization ratio of units. Among these factors, urbanization rate is indicated with the ratio between urban population and total resident population and utilization ratio of units can be expressed as the ratio of units operating hours to total hours per year. Then the grey relational analysis method is adopted to explore the relationship between the five influence factors and carbon emissions.

The grey relation analysis is to illustrate the development trend of a system quantitatively and compare the statistical data of time series in the system, and the grey correlation degree can be obtained to reflect the correlation between reference sequence and comparison sequence [31]. It should be noted that the greater the grey correlation degree, the closer they are. Grey relation analysis is indispensable for probing the relationships between research objects with imperfect information, inadequate data, and unclear internal connections [32]. In the GRA process, the initial data from evaluation objects should first be standardized, and then the grey correlation degree between the comparison sequence and the reference sequence can be calculated. In this paper, the reference consequence is carbon emissions, while thermal power generation, urbanization rate, GDP, installed capacity of thermal power, and utilization ratio of units are selected to be the comparison sequences.

A Back Propagation Neural Network

A back propagation (BP) neural network is a kind of multilayer feed-forward network with information forward propagation and error back propagation as proposed by a team of scientists led by Rumelhart and McClelland in 1986. In forward propagation, the information from the input layer to the output layer via hidden layer is calculated layer by layer. In addition, the neuron state of each layer is only directly affected by the neuron state of the upper layer. If the output value is inconsistent with the desired output, the network will turn into the state of backward propagation, then the weights and thresholds of the neural network are constantly adjusted by the BP neural network to reduce the error and until the desired output is achieved. Furthermore, the typical network is a
three-layer network that involves the input network, the output network, and the hidden network [33]. However, the BP neural network randomly set the connection weights and thresholds. Consequently, the improper choice directly affects convergence effect and the ultimate steady state, which brings about a local optimum easily. Generally speaking, the appropriate values can be determined by BP neural network through continuous training, which leads to the increment of time complexity and the phenomena of over-fitting, and the prediction results may fail to be accurate [34]. IPSO is introduced to overcome the above shortcomings by optimizing the connection weights and threshold of the BP neural network.

An Improved Particle Swarm Optimization Algorithm (IPSO)

The particle swarm optimization (PSO) algorithm is a classical artificial intelligence algorithm proposed by Kenney and Eberhart, inspired by the foraging behavior of bird flocks [35]. PSO can be implemented with simple principles and a deep intelligent background, as well as having maximum strength in dealing with complex problems. However, PSO is prone to appearing premature convergence and easily getting trapped in a local optimum. In the basic PSO algorithm, assume that the search space is a D-dimensional space and the population is composed of a particle swarm \( x_i = (x_{i1}, x_{i2}, \ldots, x_{in}) \), while the number of particle swarm is \( n \); the particle \( i \) of a swarm by a D-dimensional space can be represented by \( x_i = (x_{i1}, x_{i2}, \ldots, x_{id}) \); the velocity of \( i \) th particle is \( V_i = (v_{i1}, v_{i2}, \ldots, v_{id}) \), which involves direction and distance, determining the search capability of each particle in search space. The optimal position that the \( i \) th particle has achieved so far is \( P_i = (p_{i1}, p_{i2}, p_{i3}, \ldots, p_{id}) \) and the corresponding value is called Pbest, namely individual extremum, while the \( p \) denotes the positions that the particles have achieved. Likewise, the best position in the whole particle swarm that the \( i \) th particle has achieved during the current search is \( g_i = (g_{i1}, g_{i2}, g_{i3}, \ldots, g_{id}) \) and Gbest is called global extremum, while the \( g \) has the same meaning of \( p \) [36].

PSO randomly initializes a particle swarm and the velocity of each particle, and each particle updates its velocity and position by means of dynamic tracking of Pbest and Gbest [37]. Besides, the inertia weight, which can be adjusted, plays an important role in balancing the relationship between global and local search capabilities at each iteration. The linearly decreasing inertia weight (LDW) proposed by Shi [38] was widely adopted in application, and the inertia weight and update formula of particles can be presented as follows:

\[
w = w_{\text{max}} - \frac{t \cdot (w_{\text{max}} - w_{\text{min}})}{t_{\text{max}}} \tag{2}
\]

\[
v_{id} = w_{id} + c_1 r_1 (P_{id} - x_{id}) + c_2 r_2 (G_{id} - x_{id}) \tag{3}
\]

\[
x_{id} = x_{id} + v_{id} \tag{4}
\]

where \( w \) is inertia weight coefficient, hence \( w_{\text{max}} \) and \( w_{\text{min}} \) refer to the maximum and minimum inertia weight, respectively, which are suggested to be 0.9 and 0.4; \( t \) denotes the current iteration number, accordingly \( t_{\text{max}} \) is the maximum iteration number; \( c_1 \) and \( c_2 \) are learning factors, generally \( c_1 = c_2 = 2 \) were used, while \( r_1 \) and \( r_2 \) usually take random numbers in \([0, 1]\); if \( v_{id} > V_{\text{max}} \) it indicates \( v_{id} = V_{\text{max}} \), meanwhile, if \( v_{id} < -V_{\text{max}} \) it indicates \( v_{id} = -V_{\text{max}} \), thereby the velocity of particles are often limited to \([-V_{\text{max}}, V_{\text{max}}]\), and denotes the maximum velocity of all particles.

The inertia weight is an important parameter affecting the performance of PSO algorithm, and search and convergence abilities can be effectively controlled. Although LDW strategy has been accepted by the vast majority of researchers, it possesses some defects in the current practical application. In the PSO initial of operation, if the desired output is reached, it’s hoped that faster convergence to the target can be achieved, whereas the linearly decreasing of \( w \) reduces the convergence speed. In later periods, with the continuous reduction of \( w \), the particle diversity and the global search ability will decline, which often results in a local optimum. Therefore, this paper utilizes the IPSO algorithm to compensate its defects. Selective mutation strategy inspired from genetic algorithm (GA) is introduced in PSO to overcome the aforementioned shortcomings [39]. As a consequence of selective mutation strategy, the position variables of particles are reinitialized with the preset probability, thus the diversity of particles can be increased and the search space of population in the iteration procedure can be expanded. Finally, the optimal result will be obtained. The improved inertia weight \( w \) can be expressed as:

\[
w = (w_{\text{max}} - w_{\text{min}}) \cdot \left( \frac{(t_{\text{max}} - t)}{t_{\text{max}}} \right)^h + w_{\text{min}} \tag{5}
\]

where \( h \) is the nonlinear modulation index, equal to 1.2; moreover, other parameters and variables represent the same meaning as Eq.(2).

IPSO-BP Neural Network Model

In view of the defects of the BP neural network algorithm, this paper utilized the IPSO algorithm to obtain the optimal particle, which can optimize the link weights and threshold value of the BP neural network. Besides, the learning capability, convergence rate, and global optimization capability of this model will be enhanced. The specific flow chart of the IPSO-BP algorithm is shown in Fig. 2.

The Scenario Prediction Method

Scenario prediction is a kind of scientific, effective, and systematic forecasting method. Based on the scenario description, the scenario prediction is to conceive the future possible scenarios through the identification and
analysis of external influence factors [40]. The biggest advantage of this method is that the future development trend of the predicting subjects will be clear and intuitive. Meanwhile, excessively high or low evaluation results can be avoided. In addition, the characteristics of the scenario prediction method are mainly described as follows:

1. The development trend of forecasting objects remains highly uncertain, accordingly, there exist various of forecasting results.
2. Taking the people’s subjective initiative into consideration, the willingness and ideas of policymakers are indispensable parts of scenario prediction.
3. In the process of scenario prediction, quantitative analysis is combined with a large number of qualitative analysis, which is quite different from the quantitative analysis in the trend extrapolation method.
4. The scenario prediction method is a kind of thinking method involving multi-discipline and multi-field. The adopted technology and methods are mainly derived from other related subjects, which makes the scenario prediction method possess the characteristics of psychology, future studies, and statistics [41].

Results and Discussion
The Grey Relation Analysis Results

According to the GRA results, the influence of carbon emissions factors from strong to weak are: installed capacity of thermal power, thermal power generation, urbanization rate, GDP, and utilization ratio of units. In addition, it can be seen that the correlation degree between the comparison sequences and the reference sequence are all over the critical value of 0.6, which indicates that there exists a significant correlation between the selected influence factors and carbon emissions [42]. Therefore, the results indicate that the selected influence factors have a significant correlation with carbon emissions, and they are well suitable for further prediction and study. It is believed that these selected influence factors can be the input indicators of the model to predict the carbon emissions. Furthermore, it is of great significance to take effective measures for the relevant government authorities to curb carbon emissions. Specifically, the grey correlation degrees are presented as follows:

\[ r_{01} = 0.9247 \quad r_{02} = 0.8682 \]
\[ r_{03} = 0.8086 \quad r_{04} = 0.9296 \quad r_{05} = 0.7704 \]

...where \( r_{01} \) denotes the correlation degree between the thermal power generation and carbon emissions; \( r_{02} \) denotes the correlation degree between urbanization rate and carbon emissions; \( r_{03} \) refers to the correlation degree between GDP and carbon emissions; \( r_{04} \) refers to the correlation degree between installed capacity of thermal power and carbon emissions; and \( r_{05} \) is the correlation degree between utilization ratio of units and carbon emissions.

The Inspection Results of the IPSO-BP Neural Network Model

Based on MATLAB programming, this paper selected the data of the thermal power industry in the Beijing-Tianjin-Hebei region during the period 1993-2009 as training samples, but the remaining data during the period of 2010-2014 are test samples. To testify to the performance of the improved model, the IPSO-BP neural network model and BP neural network are tested respectively. The input indicators of the two models are thermal power generation, urbanization rate, GDP, installed capacity of thermal power, and utilization ratio of units, while the output indicator is carbon emissions from the thermal power industry. In the comparison of training results, the BP neural network can achieve the highest prediction accuracy when complying with the following conditions. The maximal algebra of network iteration is 120 times; meanwhile, the error precision and the learning rate are set to 0.0001 and 0.1, respectively. In the IPSO algorithm, the number of the population is 40, the maximal algebra of iteration is 80 times, and the mutation probability is set to be 0.9. Moreover, the range of search space is \([-3, 3]\) and velocity of swarm particle range is limited to a value within \([-1, 1]\). In addition, the final network structure is designed as 5-8-1 – in other words, the hidden layer includes eight nodes. As shown in Fig. 3 and Table1, the two models can better reflect the developing trend of carbon emissions during the time slot of 2010-14, and it’s believed that the two models are well fitted to predict carbon emissions. However, there are some differences in certain aspects. In predictive accuracy, the annual average relative error of IPSO-BP neural network is 2.53%, compared with 5.07% for the BP neural network. Thus it can be seen that the
IPSOP-BP neural network significantly improves predicting precision. In convergence rate, the iteration number of IPSO-BP neural network is 80 times, while the other is 120. Obviously, it can be concluded that the IPSO-BP neural network is more effective in improving the convergence rate of the network. Overall, the results indicate that the IPSO-BP neural network model takes full advantage of the global search capability of the IPSO algorithm and local search capability of the BP neural network, so the fitting accuracy and convergence rate of this model are improved notably; besides, this paper indicates the fact that the IPSO-BP algorithm has superiority over the BP algorithm and is an ideal method for the prediction of carbon emissions based on the comparative analysis of two models.

**Scenario Prediction Results for Influence Factors**

### Scenario Prediction for GDP

In compliance with the “Collaborative Development Planning of Beijing, Tianjin, and Hebei Province” and the “13th Five-Year Plan for the Beijing, Tianjin, and Hebei Province,” the province should maintain an annual average growth rate of 6.5%, 8.5%, and 7%, respectively. Accordingly, the government requirements can be set as policy scenario. Besides that, in reference to the scenario prediction for GDP proposed by Song and Zhang [43], this paper adopts a low-speed scenario and high-speed scenario to set the value of GDP during 2015 to 2020, with an annual average growth rate of 6.4% and 8%, respectively. By calculation, the specific scenario setting results are shown in Table 2.

The Scenario Prediction for Urbanization Rate

According to the data released by the national bureau of statistics, the urbanization rate of Beijing-Tianjin-Hebei Province is 62.08% by calculation. Based on the requirements of the Tianjin urban master plan (2005-20), total population is 1,350 million, while the urban population is up to 1,210 million, and the urbanization rate reaches approximately 90% in Tianjin by the end of 2020. Similarly, in accordance with the Beijing urban master plan (2004-20), the urbanization rate could be as high as 90% in Beijing by the end of 2020. In light of “new urbanization and urban and rural areas in Hebei province and urban planning (2016-20) requirements promulgated by the Hebei provincial government, the urbanization rate standard for Hebei Province is approximately 53% by the end of 2017, while in 2020 the standard of 60% can be achieved. According to the above requirements, the annual urbanization growth rate of the Beijing-Tianjin-Hebei region is set to 5.2% by calculation. Therefore, the urbanization rate of the Beijing-Tianjin-Hebei region can be set to 65.31%, 68.70%, 72.28%, 76.04%, and 80.03% from 2015 to 2020, respectively.

### The Prediction for Utilization Ratio of Units

During the period of 1993-2014, using the raw data of utilization ratio of units from the thermal power industry in the Beijing-Tianjin-Hebei region for linear fitting, and the results demonstrate that the variation trend is approved by significance testing. Based on this trend, the variation trend can be represented by $a_{93-14}$ through computation, equal to 0.28%, and the intercept is 6.26. According to the above computation and analysis, utilization ratio of

<table>
<thead>
<tr>
<th>Year</th>
<th>Actual values</th>
<th>Predictive values (IPSO-BP)</th>
<th>Relative error (IPSO-BP)</th>
<th>Predictive values (BP)</th>
<th>Relative Error (BP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>21,619.06</td>
<td>20,511.0570</td>
<td>0.0513</td>
<td>21,121.8216</td>
<td>0.0230</td>
</tr>
<tr>
<td>2011</td>
<td>24,244.95</td>
<td>23,617.9759</td>
<td>0.0259</td>
<td>23,961.2841</td>
<td>0.0117</td>
</tr>
<tr>
<td>2012</td>
<td>23,167.29</td>
<td>21,916.2545</td>
<td>0.0540</td>
<td>22,518.6059</td>
<td>0.0280</td>
</tr>
<tr>
<td>2013</td>
<td>22,954.63</td>
<td>21,623.2633</td>
<td>0.0580</td>
<td>21,921.6717</td>
<td>0.0450</td>
</tr>
<tr>
<td>2014</td>
<td>21,511.90</td>
<td>20,123.5432</td>
<td>0.0645</td>
<td>21,511.9000</td>
<td>0.0186</td>
</tr>
<tr>
<td>Mean values</td>
<td>-</td>
<td>-</td>
<td>0.0507</td>
<td>-</td>
<td>0.0253</td>
</tr>
</tbody>
</table>
The Prediction for Thermal Power Generation and Installed Capacity of Thermal Power

As the frequently used grey model, GM (1,1) is particularly available to the small sample data owing to the advantage of ease of use and higher prediction accuracy. Consequently, the prediction of thermal power generation and installed capacity of thermal power can be performed by programming on the basis of GM (1,1). The specific prediction results are shown in Table 3.

Scenario Prediction Results

Based on the aforementioned prediction results of influence factors, we can obtain the values of five input indexes during the period 2015-20, then apply the well-trained IPSO-BP neural network model to forecast the carbon emissions from the thermal power industry in the Beijing-Tianjin-Hebei region under three different scenarios: low-speed, policy, and high-speed.

As shown in Table 4 and Fig. 4, it is believed that carbon emissions from the thermal power industry are always on the rise under different scenarios from 2015 to 2020. In the low-speed scenario, the carbon emissions will achieve 23,754 million tons in 2020, increased more than 10.42% in 2014. In the high-speed scenario, the carbon emissions will increase from 21,512 million tons (in 2014 level) to 25,595 million tons in 2020, and the growth rate will be 18.99% compared with the value in 2014. In the policy scenario, the amount of emissions will reach 24,637 million tons, up 14.53% from 2014.

As stated above, although the carbon emissions in the low-speed scenario are relatively small compared to the other scenarios, it can’t meet the requirements of the 13th Five-Year Plan for Beijing, Tianjin, and Hebei Province.” Furthermore, although the growth rate of GDP in the high-speed scenario is the fastest of the three scenarios, it is estimated that the carbon emissions from thermal power industry are the largest, which is not conducive to the protection of the environment. In addition, the growth rate of GDP in the policy scenario can be achieved effectively. Meanwhile, it’s favorable to realize the carbon emissions reduction of the strategic target in and meet the requirement of environmental protection in the Beijing-Tianjin-Hebei region. The results indicate that GDP increases rapidly accompanied by the greater increments of carbon emissions, which indicates the fact that GDP is the positive driving force for the increase of
carbon emissions, and thereby the GDP growth rate can be reduced appropriately, avoiding excessive pursuit of economic growth.

Conclusions

Major Conclusions

Along with the rapid development of the thermal power industry in the Beijing-Tianjin-Hebei region, the sharp increase of carbon emissions brings about severe challenges for environmental protection. To identify the influence factors of carbon emissions, verify the validity of the proposed model, and effectively predict carbon emissions, this paper combines the IPSO-BP neural network model with scenario prediction to predict carbon emissions under the three different GDP growth rate scenarios in the Beijing-Tianjin-Hebei thermal power industry during 2015 to 2020. Firstly, given that there is no official data of carbon emissions, the recommended IPCC values are used to calculate energy-related carbon emissions. Secondly, the grey relation analysis is utilized to delve into the influence factors of carbon emissions in the power industry. Thirdly, the combination of IPSO-BP neural network and scenario prediction is adopted to predict carbon emissions from the thermal power industry in the region under different scenarios. The main conclusions drawn by this study are:

1. Based on the grey relation analysis results, the influence of carbon emissions factors from strong to weak are: installed capacity of thermal power, thermal power generation, urbanization rate, GDP, and utilization ratio of units. The grey correlation degrees are 0.9262, 0.9247, 0.8683, 0.8082, and 0.7704, respectively.

2. In this paper, the relevant data from the thermal power industry in the Beijing-Tianjin-Hebei region during 1993 to 2014 were selected for empirical analysis. Compared with the BP neural network, it is testified that using the IPSO-BP neural network model with an annual average relative error of 2.53%, and the accuracy of predicting is elevated by 2.54%. Besides, the number of iterations to achieve the optimal solution is reduced by around 33%.

3. Transferring the electricity from other provinces to the region is a crucial way to relieve the stress of production and carbon emissions of the thermal power industry. The rapid development of thermal power industry has contributed to a dramatic rise in power generation and carbon emissions. To counter this, the requirements of “Capital power supply security relies on the Beijing-Tianjin-North Hebei grid, and the power supply security of Beijing-Tianjin-North Hebei grid relies on the North China power grid” are supposed to be kept. Enhance the ability of diverting power supply from Shanxi in northeastern China as a compensation for the power deficit. Moreover, speed up the construction of power transmission facilities, cable channels, and smart grid and losses of transmission and distribution should be minimized, and then the diminution of carbon emissions can be achieved.

In conclusion, this study contributes to previous research on the prediction of carbon emissions from the thermal power industry in the Beijing-Tianjin-Hebei region, and our main contribution here is twofold. Firstly, this paper indicates the fact that the IPSO-BP neural network model is superior to the BP network and is an ideal method for predicting carbon emissions. Secondly, the IPSO-BP neural network model combined with scenario prediction results, several policy implications are recommended to mitigate carbon emissions in the Beijing-Tianjin-Hebei thermal power industry:

1. The improvement of the comprehensive utilization efficiency of energy and appropriate reduction of the GDP growth rate can effectively inhibit the carbon emissions of the thermal power industry. On the one hand, the government should focus on exploiting, importing, and popularizing the energy-related technologies to enhance the utilization efficiency of energy in the region, such as integrated gasification combined cycle (IGCC) and UHV transmission technology. Use advanced technology to optimize and upgrade the existing thermal power units, and the utilization hydropower units should be strengthened; on the other hand, GDP is the main driver of increasing carbon emissions. Therefore, the GDP growth rate can be reduced appropriately to achieve low-carbon economy in the Beijing-Tianjin-Hebei thermal power industry.

2. The utilization of clean energy is an effective approach to achieve carbon emissions reduction in the region. Accompanied by the continuous increase of installed capacity of thermal power, the consumption of high carbon energy dominated by coal also experiences rapid growth. To address this challenge, the continuous implementation of the policy “encouraging large projects and discouraging small energy-inefficient power plants” should be kept. Coal utilization efficiency and heat efficiency should be enhanced. Conversely, coal consumption for power generation should be reduced. Meanwhile, intensify the efforts to explore clean and renewable energy resources in power generation, such as utilizing the wind, solar resources, and biomass energy.

3. Policy Implications

Based on the grey analysis results and scenario prediction results, several policy implications are
prediction is employed to predict carbon emissions from the Beijing-Tianjin-Hebei thermal power industry, and some corresponding policies are recommended for the policymakers. It is hoped that future studies should extend this study, such as quantifying and construing the interaction between influencing factors and carbon emissions from the thermal power industry specifically.
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