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Abstract

Coal mining has brought a series of environmental problems. Local government departments have 
issued relevant governance policies, but the premise of scientific prevention and control is to correctly 
grasp the actual distribution of various ground objects in the mining area. Using classification methods 
to extract ground object information based on remote sensing images can effectively realize mining 
area monitoring and provide reference for land and space planning and environmental protection  
in the mining area. Therefore, it is very important to select the appropriate scale and method  
to identify the ground object information of remote sensing image. in this paper, Landsat 8 images  
of the Wucaiwan mining area and GF-2 images of the Tebian coal mine were taken as the research 
objects, and unsupervised classification, supervised classification and object-oriented classification were 
used to identify and monitor the mining area’s surface. The results showed that: (1) the classification 
effect of the Mahalanobis distance method was the best in terms of comprehensive operation process 
and classification accuracy. This method had high classification accuracy for GF-2 and Landsat 8 
images. When classifying GF-2 images, the kappa coefficient reached 0.90, and the overall classification 
accuracy was 94.27%. When classifying Landsat 8 images, the kappa coefficient reached 0.85,  
and the overall classification accuracy was 90.02%. (2) The factors causing the classification error were 
‘homospectral foreign bodies’ and ‘mixed pixels’. (3) When combined with the actual needs and image 
characteristics, the extensive use of medium and high-resolution remote sensing images to identify and 
monitor the surface elements of mining areas can greatly improve the work efficiency and minimize 
the image costs. (4) The construction layout of tailings pond in the Tebian coal mine was conducive  
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Introduction

With the rapid development of economy, 
environmental problems such as air pollution  
[1-3], energy shortages [4] and water and soil loss  
[5-6] begin to appear. These problems are particularly 
serious in the mining area [7-9]. The local government 
needs to scientifically formulate pollution prevention 
and control policies according to the actual situation. 
Remote sensing technology can monitor the mining 
area in a large range for a long time, and can easily  
and quickly obtain the actual situation of the 
mining area. It is a common method of mining area 
management. Its advantages of low cost and high 
efficiency can make up for the high cost of manual 
investigation [10-11].

Many scholars at home and abroad use various 
methods to extract remote sensing image information 
to identify the distribution of ground features 
environmental pollution [12-15] Bhatti et al. [16]. 
proposed a local similarity projection Gabor filtering 
algorithm to classified hyperspectral images, and found 
that the classification accuracy of the method was much 
higher than others. Ahumada et al. [17]. used maximum 
likelihood methods to identify mining waste in the 
town of El Triunfo, Mexico, based on high-resolution 
multispectral images from the Pleiades satellite, and 
found that mining residues were present in 87.5% of 
the 32 zones. Dakuo et al. [18]. Proposed a tree root 
algorithm, combined with the limit learning method 
to build a classification model, and classified the 
multispectral image of Shenhua Baori Xile coal mine. 
It was found that compared with the traditional method, 
this method has the advantages of high precision, low 
cost and fast speed.

However, the above-mentioned research does not 
explain the applicability of each method to different 
scale remote sensing images of the same mining area. 
Accordingly, the classification effects of the different 
classification methods on the various research areas 
must be further discussed. This work takes the Landsat 8 
image of the Wucaiwan mining area and the GF-2 
image of the Tebian coal mine as the research object. 
Unsupervised classification, supervised classification 
and object-oriented classification are used to distinguish 
the surface elements of the mining area, compare 
various classification results and verify the accuracy. 
Moreover, the optimal classification method is used, 
the causes of classification errors are analysed, and the 
advantages of remote sensing monitoring combined with 
medium and high-resolution images are explained to 

provide a method support for environmental monitoring 
and scientific management of the mining area.

Material and Methods  

Study Area

The Wucaiwan mining area is located in Jimusar 
County, Xinjiang, China, as shown in Fig. 1. The area 
has a typical temperate continental arid climate. It is 
windy all year round, with wind force mostly levels 4-5 
[19]. The average annual precipitation is approximately 
100 mm. However, the annual evaporation can exceed 
2000 mm, the sunshine period is long, and temperatures 
greatly vary during the day and night. The surface 
vegetation coverage is low, mainly gobi, bare land 
and rocks [20]. The mining area contains five large-
scale open-pit coal mines, with a coal bearing area of 
approximately 900 km2 and a proven coal resource 
reserve of 11.7 billion tons [21].

Data

The remote sensing data are downloaded from the 
official website of the geospatial data cloud (http://www.
gscloud.cn/). Gaofen-2 (GF-2) satellite is the first civil 
optical remote sensing satellite independently developed 
by China with a spatial resolution better than 1m. It is 
equipped with two high-resolution 1 m panchromatic 
and 4 m multispectral cameras. It was successfully 
launched on August 19, 2014. Its high spatial resolution 
can realize high-precision monitoring of the ground 
[22]. Gf-2 image on September 11, 2018 is used in this 
paper. Landsat 8 satellite data is a remote sensing image 
with a spatial resolution of 30 m and a revisit period 
of 16 days. The satellite was successfully launched in 
the United States on February 11, 2013. It is equipped 
with a operational land imager and a thermal infrared 
sensor [23]. The image of Wucaiwan mining area on 
September 4, 2018 is used in this study.

The GF-2 image has a large amount of data. 
When a GF-2 image is used to classify the whole 
Wucaiwan mining area, the classification speed is slow. 
Accordingly, the Tebian coal mine with a relatively 
prominent pollution degree in the mining area and 
mature mining transportation storage and waste 
treatment system is selected as the research object of the 
GF-2 data. Landsat 8 image has smaller data volume, 
lower spatial resolution and faster classification speed 
compared with the GF-2 image. Therefore, the whole 

to reducing coal dust pollution. However, the long-term mixed use of tailings pond and spoil bank might 
cause accidents.(5) Coal dust pollution is concentrated in the surrounding areas of each mine pit.

  
Keywords: Wucaiwan mining area, unsupervised classification, supervised classification, object-oriented 
method, information extraction
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Wucaiwan mining area is taken as the research object 
of Landsat 8 data.

Classification Methods

Unsupervised classification

Unsupervised classification, also known as cluster 
analysis, refers to the classification of feature categories 
according to the statistical characteristics of the image 
itself and the distribution of natural point groups 
without prior knowledge of the study area [24-25].

ISOData method: The computer randomly selects 
some pixels as the initial clustering centre, and 
each clustering centre represents a class. Then, the 
computer calculates the distance between the pixel 
and the initial category centre, assigns the pixel to the 
nearest category to form the initial classification result 
and uses the clustering criteria to judge whether the 
initial classification result is reasonable. If the result is 
unreasonable, then the clustering centre is modified, and 
the aforementioned steps are continued; the iteration is 
carried out until the number of iterations is met [26-27].
The classification results obtained here are only spectral 
feature cluster groups. People also need to classify each 

cluster group into a specific category according to the 
expert knowledge.

Supervised classification

Supervised classification, also known as training site 
method, refers to the classification process of artificially 
selecting representative pixels as training samples of 
each category on the premise of extensive understanding 
of the study area; the computer is used to compare the 
differences between the pixels to be classified and the 
training samples, and each pixel is divided into a given 
category according to the classification rules of the 
selected classifier [28].

Mahalanobis distance method (MD): It is a method 
for evaluating the similarity between the pixel to 
be classified and the training sample. According to 
the Mahalanobis distance formula, the Mahalanobis 
distance is calculated from the pixel to be classified to 
the category with the shortest distance [29].

Support vector machine method(SVM): It is a 
machine learning method based on statistical learning 
theory, and it can automatically find the support vector 
with great discrimination ability for sample classification 
to construct a classifier for classification [30].

Fig. 1.  Map of the study area.
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Landsat 8 image contains seven types of surface 
elements: coal dust, buildings, water, mining areas, bare 
land, rocks, mining area and laterite.

In Envi5.3 software, the ISODATA classification 
parameters are set according to Table 1 to classify the 
GF-2 and Landsat 8 images in the study area. After 
the classification, the categories of the obtained cluster 
groups are merged and defined, and the images are 
outputted. 

The GF-2 and Landsat 8 images are preprocessed 
by Envi5.3 software, such as radiometric calibration, 
atmospheric correction, orthophoto correction, image 
fusion and image clipping. The two remote sensing 
images are visually interpreted. The interpretation 
results show that the GF-2 image contains tailings pond, 
coal dust, spoil bank, road, vegetation, water, buildings 
and gobi, for a total of eight types of surface elements. 
Landsat 8 image contains seven types of surface 
elements: coal dust, buildings, water, mining areas, bare 
land, rocks, mining area and laterite.

In Envi5.3 software, the ISODATA classification 
parameters are set according to Table 1 to classify the 
GF-2 and Landsat 8 images in the study area. After 
the classification, the categories of the obtained cluster 
groups are merged and defined, and the images are 
outputted. 

Results and Discussion

Analysis of the Classification Results

Analysis of the GF-2 image classification Results

The classification results of each method are shown 
in Figs 2 and 3. Figs 2 and 3 are compared and analysed 
in detail to understand the classification effects of the 
six methods on the GF-2 and Landsat 8 images:

ISOData: water and coal dust cannot be 
distinguished. The figure shows serious mixing between 
the spoil bank and the tailings pond. Except for the gobi, 
the classification boundary of other features is fuzzy, 
the feature information is broken, and the classification 
result is unreasonable.

MD: This method can clearly retain the texture 
information of the various surface elements and 
efficiently process their details. It can be seen that 
the coal dust pollution is mainly distributed in the 
downwind area of five mine pits. One deficiency is that 
this method wrongly divides a small amount of coal 
dust pixels around the pit into roads and some tailings 
pond pixels in the south of the pit into spoil banks. 
The overall classification results are consistent with the 
actual situation.

Min D: the information extraction of vegetation and 
buildings is relatively complete. However, this method 
wrongly divides some gobi pixels into roads, identifies a 
small amount of coal dust in the pit as water and mixes 
a large number of spoil bank pixels in the tailings pond 

Maximum likelihood method (ML): Assuming that 
the training sample data follow the normal distribution 
in the spectral space, the eigenvalues of each training 
sample is first counted; then, the discriminant function 
is established, and the probability that the pixels to be 
classified belong to each category is calculated; the 
pixels are assigned to the category with the highest 
probability [31].

Minimum distance method (Min D): The mean 
and covariance matrix of each category are calculated 
according to the training sample data; the mean is taken 
as the central position of the category in the feature 
space, and the distance between the pixel to be classified 
and the centre of each category is calculated, pixels  
are divided into categories with the shortest distance 
[32].

Object-Oriented classification

Object oriented classification (OOC) refers to 
merging pixels into several objects one by one according 
to the rule of minimum heterogeneity of pixel colour, 
shape and size. The spectral, texture and geometric 
features of each object contain many feature variables. 
The information of these feature variables is counted, 
and the classification rules of each category are defined 
by setting the parameters of feature variables to classify 
each object [33].

Object oriented classification includes nearest 
neighbour classification and membership classification. 
In this work, the nearest neighbour method is selected 
for object-oriented classification of remote sensing 
images.

Nearest neighbour method: Some objects are 
selected as the training samples of each category, the 
feature vector is taken as the centre, the Euclidean 
distance between the object to be classified and the 
training samples is calculated, and the object is divided 
into the category with the shortest distance [34].

Data Processing

The GF-2 and Landsat 8 images are preprocessed 
by Envi5.3 software, such as radiometric calibration, 
atmospheric correction, orthophoto correction, image 
fusion and image clipping. The two remote sensing 
images are visually interpreted. The interpretation 
results show that the GF-2 image contains tailings pond, 
coal dust, spoil bank, road, vegetation, water, buildings 
and gobi, for a total of eight types of surface elements. 

Table 1. Parameter setting of ISOData classification.

Image Maximum number of 
iterations

Number of 
categories

GF-2 10 20

Landsat 8 OLI 15 15
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in the south of the pit. The classification results are 
quite different from the actual situation.

ML: This method has some advantages in extracting 
large-area features. The outline of tailings pond, spoil 
bank and gobi in the figure is clear and complete. 
Nevertheless, this method wrongly divides a small 
number of gobi pixels near the pit into tailings pond, 
wrongly divides the gobi around the road into vegetation 
and identifies a small number of tailing pond pixels in 
the north of the pit as buildings, which is not suitable 
for the classification of small-area features.

SVM: the extraction results of roads, vegetation 
and buildings are accurate. However, this method 
misclassifies some gobi pixels in the east of the spoil 
bank into tailings pond and identifies a small number 
of tailings pond pixels as spoil bank. The extraction 
effect of coal dust and water is basically the same as 
that of the minimum distance method, and the overall 
classification result is reasonable.

OOC: The vegetation, water and road information in 
the mining area can be completely extracted. However, 
this method classifies many buildings and tailings pond, 
wrongly divides some gobi pixels into buildings and 
identifies certain gobi and spoil bank pixels as tailings 
pond. The overall classification effect is good.

Analysis of the Landsat 8 image 
classification Results

ISOData: Water, coal dust and rock are mixed 
together. There is only a general distinction between 
dark and light features. A large number of pixels in the 
mining area are identified as rocks, and part of the bare 
land is divided into sand and laterite. The classification 
results are quite different from the actual situation.

MD: the classification effect is good, the contour 
of the ground objects is clear, and the information is 
complete and intuitive. Only a small number of bare 
ground pixels are divided into rocks, and the overall 
classification result is consistent with the actual 
distribution of features.

Min D: The distribution of surface elements in the 
classification results is relatively concentrated. The 
identification ability of this method for coal dust is 
weak, and there is mixed classification amongst rock, 
bare land and mining area. Some pixels of bare land in 
the south of the mining area are wrongly divided into 
rock and mining area, and certain rock pixels around 
each pit are wrongly divided into bare land. A big gap 
is observed between the classification results and the 
actual situation.

Fig. 2.  GF-2 image classification results.
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ML: The continuity between surface elements in the 
classification results is strong. However, this method 
identifies all white pixels in the mining area as mining 
areas and misclassifies some rocks in the northeast of 
the mining area into buildings. This method has a good 
extraction effect on large-area features, such as bare 
land and rocks, and poor recognition effect on small-
area features, such as buildings, laterite and mining 
areas.

SVM: the classification results are similar to the 
maximum likelihood method, except that the continuity 
between the local table elements is weaker than the 
maximum likelihood method, and the rock pixels 
wrongly divided into mining areas and buildings are 
slightly less than the maximum likelihood method.

OOC: The coal dust pixels near the pit and on the 
road cannot be identified. The pixels are wrongly 
divided into rocks, many bare lands and mining areas 
are classified, and the rocks around the mining area are 
wrongly divided into bare lands. Meanwhile, the white 
rocks around the pit are wrongly divided into mining 
areas. The classification results are not ideal.

Accuracy Verification

Pixels or objects different from the training samples 
are selected as the verification samples to evaluate the 
classification effect of each method more objectively. 
The Kappa coefficient and overall classification 
accuracy of each classification result are obtained  
by calculating the confusion moment, as shown in Table 3. 
These factors are used as the basis for evaluating the 
classification effect. The larger the values of these 
indicators, the better the classification effect of this 
method.

Table 3 shows that when classifying GF-2 data, 
amongst the six methods, the Kappa coefficients of 
the Mahalanobis distance method, support vector 
machine method, maximum likelihood method and 
object-oriented method are more than 0.8, the overall 
classification accuracy is approximately 90%, and the 
classification effect is good. The Kappa coefficients 
of the ISODATA and minimum distance methods are 
below 0.8, and the overall classification accuracy is low.

The Mahalanobis distance method, maximum 
likelihood method and support vector machine method 

Fig. 3.  Landsat 8 image classification results.
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have higher classification accuracy amongst the six 
classification methods when extracting the feature 
information of Wucaiwan mining area based on Landsat 8 
image. The Kappa coefficient is more than 0.8, the 
classification effect of Minimum distance method and 
object-oriented method is general, Kappa coefficient is 
between 0.6-0.8, and ISODATA method has the lowest 
classification accuracy, Kappa coefficient is lower than 
0.6.

Analysis of the Optimal Classification Method

The overall classification accuracy of each method 
in Tables 3 and 4 is drawn into a bar chart to compare 
the applicability of each classification method to the 
GF-2 and Landsat 8 data, as shown in Fig. 4:

The aforementioned figure shows that a higher 
classification accuracy is obtain when the GF-2 image is 
used to monitor the surface elements of the mining area. 
However, the overall classification accuracy greatly 
varies when the ISODATA and object-oriented methods 
are used to classify the GF-2 and Landsat 8 data.  
When the Mahalanobis distance method, maximum 

likelihood method, support vector machine method 
and minimum distance method are used to classify  
the two images, the overall classification accuracy 
slightly varies. This finding also shows that various 
methods have different applicability to medium 
and high-resolution image classification. The 
classification process and accuracy verification results 
are comprehensively compared. The applicability of 
each method to Landsat 8 image and GF-2 image 
classification is as follows:

Object-oriented approach: This method is more 
suitable for the classification of the GF-2 image 
compared with Landsat 8 image. However, the scale 
segmentation requires a substantial amount of time. 
After many experiments, the best combination of feature 
parameters is determined. Selecting many parameters 
may not improve the classification accuracy, but it will 
lead to dimension disaster, slow down the classification 
speed and choose few parameters; It will also reduce 
the accuracy of the classification results [35].

Mahalanobis distance method: This method is 
applicable to the classification of the GF-2 and Landsat 8 
images. It has the advantages of simple steps, simple 
operation and fast running speed. It is not affected by 
the dimension and surrounding ground object pixels. 
It can take into account the internal changes of pixels. 
It is the optimal classification method and is more 
suitable for the actual spatial information extraction of 
miningMaximum likelihood method: The applicability 
to the GF-2 and Landsat 8 images in the study area 
is basically the same. However, this method can be 
easily affected by the surrounding ground features. The 
classification effect largely depends on the quantity and 
quality of training samples. When there are few training 
samples, the classification effect is poor.

Table 2. Parameter setting of object oriented classification.

Image Segmentation 
scale

Shape 
factor

Compactness 
factor

Number of training 
samples Feature vector

GF-2 100 0.8 0.5 376 Brightness, StD, Mean, Length/Width, 
Asymmery, NDVI, NDWI

Landsat8 30 0.8 0.5 108 Mean

GF-2 Landsat 8

Classification method Kappa coefficient Overall accuracy /% Kappa coefficient Overall accuracy /%

ISOData 0.64 78.97 0.52 68.02

MD 0.90 94.27 0.85 90.02

OOC 0.85 89.68 0.66 75.52

ML 0.88 92.90 0.83 88.14

MinD 0.76 85.79 0.70 80.85

SVM 0.88 93.18 0.83 88.71

Table 3. Accuracy verification of  image classification.

Fig. 4.  Comparison of overall classification accuracy.
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Support vector machine method: From the 
perspective of classification process, support vector 
machine method is more suitable for Landsat 8 image 
classification because machine learning requires a large 
amount of time when using this method to classify GF-2 
images. Moreover, only a small number of training 
samples can be selected before classification because 
the speed of machine learning will be greatly reduced 
with the increase in the number of training samples. 
This situation will result in a limited number of training 
samples for classifier learning, which may reduce the 
classification accuracy.

The ISODATA and minimum distance methods 
are not suitable for surface element recognition and 
monitoring of the GF-2 and Landsat 8 images in the 
study area.

Error Analysis

Different degrees of classification errors are 
observed in the classification results of each method 
in Fig. 3. The natural conditions, human activities and 
spectral characteristics of surface elements in the study 
area are analysed to explore the causes of this error. 
The result showed that the following two factors cause 
the classification error:

(1) The spectral reflectance curves of the various 
ground objects in the GF-2 and Landsat 8 images are 
drawn by using the spectral analytical tool in Envi5.3 
software, as shown in Fig 5. In the GF-2 image, the 
change trend of spectral curve of spoil bank and tailings 
pond is roughly the same. In the Landsat 8 image, 
the change trend of spectral curve of rock, mining 
area and bare land is basically the same. The spectral 
characteristics of the white rock and mining area 
are similar. Accordingly, the above surface elements 
may be misclassified when using spectral features for 
classification due to the phenomenon of foreign matter 
in the same spectrum.

(2) Mixed pixel: Coal dust is easy to fly and diffuse. 
Over time, coal dust will accumulate on the road 
from the pit to the outside, forming a mixed pixel of  

coal dust and road. Workers will spray water inside  
the pit to ensure construction safety; hence, there may 
be a mixture of water and coal dust in the pit. Industrial 
wastes may be stacked in the spoil bank and tailings 
pond, resulting in mixed pixels of tailings pond and 
spoil bank. Mixed pixels will affect the classification 
results because the specific category of mixed pixels is 
difficult to define.

Advantages of the Combination of GF-2 
and Landsat 8 Data

In the actual operating process, remote sensing 
monitoring is easily affected by certain factors, such 
as terrain, funds, personnel and observation scale. 
Therefore, people need to select the appropriate remote 
sensing images and classification methods for mining 
area surface monitoring according to the project 
requirements.

The high spatial resolution of the GF-2 image 
can greatly improve the accuracy of remote sensing 
monitoring in the mining area. However, it is not 
practical to fully use the GF-2 data to monitor the 
mining area in a large area due to the limitations 
of classification speed and project funds. Therefore, 
the research and management of the mining area in 
combination with Landsat 8 medium-resolution and 
GF-2 high-resolution images can reduce the cost and 
solve the problem between monitoring accuracy and 
management cost to a certain extent.

During the large-scale classification and monitoring 
of the mining areas using Landsat 8 images, 
supplementing Landsat 8 images with GF-2 data can 
save cost and improve classification quality when some 
surface elements are difficult to identify due to spatial 
resolution.

Distribution of Surface Elements

Landsat 8 images show that rocks and bare land are 
widely distributed in the whole Wucaiwan mining area, 
and coal dust is concentrated near the main pit, factory 

Fig. 5.  Spectral curves of ground objects.
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buildings and roads. Further observation is made  
on the Tebian coal mine with the help of the GF-2 image 
to explore the reason why coal dust is concentrated in 
local areas. The result showed that the tailings pond 
in the Tebian coal mine is built in the southeast of the 
pit and is in the downwind direction of the pit (the 
dominant wind direction is northwest wind), which can 
block the diffusion path of coal dust to a certain extent. 
Thus, it plays a positive role in reducing the scope of 
coal dust pollution in the mining area.

The GF-2 image depicts that the mixing of tailings 
pond and spoil bank in the Tebian coal mine is serious. 
The field investigation result shows that local factories 
stack industrial wastes that should have been discharged 
in the spoil bank in the tailings pond. If things go on 
like this, then the dam body of the tailings pond will 
be unstable and cause landslide once the accumulated 
industrial wastes and tailings exceed the bearing range 
of the tailings pond. However, industrial wastes can 
form relatively solid rock shells on the dam surface, 
which can effectively prevent the secondary pollution of 
surface dust.

 Conclusions

This work identifies the surface elements in 
the Landsat 8 image of the Wucaiwan mining area  
and GF-2 image of the Tebian coal mine through 
unsupervised classification, supervised classification 
and object-oriented classification. Moreover, this work 
compares the classification results of each method and 
verifies the accuracy. The following conclusions are 
formulated:

(1) The comparison result of the operating process 
and classification accuracy shows that the Mahalanobis 
distance method has the best classification effect.  
This method has high classification accuracy for the 
GF-2 and Landsat 8 images. When classifying GF-2 
images, the Kappa coefficient reaches 0.90, and the 
overall classification accuracy is 94.27%. When 
classifying Landsat 8 images, the Kappa coefficient 
reaches 0.82, and the overall classification accuracy is 
87.23. 

(2) The factors causing the classification error are 
‘homospectral foreign bodies’ and ‘mixed pixels’.

(3) In combination with the actual needs and image 
characteristics, the comprehensive use of medium 
and high-resolution remote sensing images to identify 
and monitor the surface elements of mining areas can 
greatly improve the work efficiency and reduce the 
image cost.

(4) Coal dust pollution is concentrated in the 
surrounding areas of each mine pit.The construction 
layout of tailings pond is conducive to reducing coal 
dust pollution. However, the long-term mixed use of 
tailings pond and spoil bank may cause accidents.
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