
Introduction

With the changes in the global economy, crude oil 
futures prices have become an important factor affecting 
the global energy market and macroeconomics, and 
accurate prediction of crude oil futures prices is of great 
significance to investors, governments, and enterprises. 
However, the prediction of crude oil futures prices 
has always been a challenge, and most of the existing 
research focuses on the traditional machine learning 

field or combinatorial modeling, and in recent years, 
some scholars have taken the influencing factors into 
consideration. Mutations in the influencing factors 
may lead to drastic fluctuations in crude oil futures 
prices thus affecting the accuracy of price prediction. 
Therefore, the purpose of this paper is to analyze the 
impact of mutating factors on crude oil futures prices to 
establish an impact mechanism to correct the magnitude 
of the trend of predicting the movement of crude oil 
futures prices. This paper will provide investors with 
more accurate crude oil futures price forecasts, enrich 
the understanding of the price formation mechanism of 
the crude oil market, and provide a useful reference for 
future related research.
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Abstract

Crude oil futures price forecasting plays a crucial role in assessing energy demand, promoting 
the development of renewable energy, formulating environmental protection policies, and achieving  
a balance between economic development and environmental protection. Limited studies have focused on 
exploring this phenomenon from the perspective of establishing or explaining the influence mechanism. 
This paper conducts three sets of experiments based on existing theoretical studies. Specifically,  
the control group solely employs price for prediction, the conventional group integrates conventional 
factors onto this basis, and the mutation group further incorporates the influence mechanism of mutation 
factors based on the conventional group. Comparative analysis of the experimental results between 
the control and conventional groups reveals the underlying principles of how conventional factors 
influence price trends, and the experiments between the conventional and mutation groups simulate 
price directions during unexpected situations. The results demonstrate that prediction accuracy follows 
the order of the mutation group, conventional group, and control group, thus validating the hypothesis 
proposed in this paper. These research findings hold great significance for futures price prediction and 
provide valuable insights for related theories.

Keywords: impact mechanism, mutation factors, LSTM, WTI Futures Price Forecasting
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There have been many recent studies on crude 
oil price forecasting, and most scholars have used 
composite models. The use of hybrid models to forecast 
crude oil prices can improve the forecasting accuracy. 
Hybrid models combine multiple forecasting methods, 
which can make full use of the advantages of different 
models and reduce the errors that may exist in a single 
model. By integrating the prediction results of multiple 
models, a more accurate and stable prediction value can 
be obtained. Some scholars have used hybrid models 
for feature selection on the processing of historical time 
series data of crude oil prices and factors affecting oil 
prices [1]. Some scholars use hybrid models to forecast 
the long-term trend and short-term fluctuations of prices 
separately before integrating the results [2]. Some 
scholars have used combinatorial models to capture 
specific features such as nonlinearities, lag effects, and 
market interrelationships in oil price time series [3-6]. 
Wu et al. [7] introduced a self-optimizing integrated 
learning model, which obtains accurate forecasts 
by decomposing the subsequences, optimizing the 
parameters, and aggregating the predicted values. Lu [8] 
discussed the release time, model structure, prediction 
accuracy, prediction range, and input variables for 
energy price forecasting. Chai et al. [9] proposed a 
methodology to capture various volatility features 
in crude oil data series, including change points, 
state switching, time-varying determinants, trend 
decomposition of high-frequency series, and potential 
nonlinearities in the model setup. Guliyev et al. [10] 
utilized the U.S. macroeconomic and financial factors, 
as well as the global crises and collapses, to forecast 
the price of West Texas Intermediate (WTI) crude oil 
price dynamics. Tang et al. [11] used the procedure of 
multi-factor data processing, multi-scale analysis, and 
typical forecasting techniques application for oil price 
forecasting. In summary, hybrid models are adaptable, 
flexible, and risk-reducing, which can synthesize 
complex factors, make more accurate and timely 
forecasts in the face of different situations, and formulate 
more reasonable investment strategies. In addition, these 
models mainly use subsequence decomposition for 
forecasting, which solves data characteristics such as 
nonlinearity, high noise, and lag effect, but they do not 
address price fluctuations under sudden shocks, and they 
do not propose measures to solve such sudden events in 
practical applications.

In order to improve the prediction accuracy, 
some scholars added various influencing factors in 
the analysis, which helps to improve the prediction 
accuracy, enhance the reliability of the prediction, better 
respond to the market changes, provide decision support, 
etc. Zhou et al. [12] proposed a carbon price prediction 
model based on the Sparrow search algorithm, and 
considered the structural and non-structural influencing 
factors in the model. Lu et al. [13] utilized the amplitude 
modulation method to capture the effect of different 
past temporal feature states on the closing price of  
a stock to improve the prediction accuracy. Nwulu [14] 

used key economic indicators as inputs and resultant 
data as outputs. Regarding the factors affecting the 
movement of crude oil prices, some scholars identified 
supply, demand, and financial markets as the main 
influencing factors [15]. Some scholars used self-
focused mechanisms and spatio-temporal graph neural 
networks to demonstrate that the US dollar index, 
LIBOR, and VIX have surpassed supply and demand 
as the most influential predictors of WTI futures prices 
[16]. Some scholars have also provided new evidence 
that the US dollar index has significant out-of-sample 
predictive power for oil prices [17]. Some scholars have 
comprehensively explored the various factors affecting 
the volatility of crude oil prices in terms of commodity 
properties, macroeconomic factors, geopolitical events, 
and alternative energy sources [18]. Others have 
thoroughly investigated the impact of emergencies 
such as the COVID-19 global pandemic on the low-
carbon transition in the post-pandemic era [19]. Liu and 
team [20] investigated whether oil investor attention 
(OA), as measured by Google search volume, contains 
incremental information that predicts crude oil futures 
volatility. Miao et al. [21] considered six categories of 
factors (supply, demand, financial markets, commodity 
markets, speculation, and geopolitics) and tested their 
significance using various forecasting models. Ma 
and colleagues [22] used a generalized dynamic factor 
model to construct three predictors of crude oil price 
volatility: a fundamental (physical) predictor, a financial 
predictor, and a macroeconomic uncertainty predictor. 
Wang et al. [23] investigated the relationship between 
oil price volatility, inflation rate and economic growth. 
Incorporating the influence factors into forecasting 
was used to improve the forecasting accuracy, which 
was not only applied to forecasting crude oil prices, 
but also applied to forecasting carbon prices and other 
aspects. Zhang et al. [24] dynamically predicted the 
carbon peaking paths by using LSTM neural networks, 
and analyzed the appropriate paths based on the 
carbon emission intensity, cumulative emissions, and 
peaking time of each province. Hao et al. [25] proposed  
a hybrid prediction framework for carbon pricing that 
considers multiple influencing factors, incorporating the 
advantages of new algorithms and successfully solving 
the problem of carbon price prediction based on multiple 
factors. Wu et al. [26] demonstrated that the factors 
of population, urbanization rate, per capita GDP, the 
proportion of coal consumption, automobile ownership, 
the intensity of energy consumption, and the proportion 
of tertiary industry have a facilitating or inhibiting 
effect on carbon emission. Zhang et al. [27] explored the 
impacts of economic development on carbon emission in 
Sichuan Province between 1990 and 2020 and analyzed 
the impacts of economic development on carbon 
emission. The impact of economic development on 
carbon emissions in Sichuan Province and put forward 
suggestions to accelerate the development of a low-
carbon economy. Zhang et al. [28] analyzed the spatial 
distribution pattern of green total factor productivity  
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in Chinese agriculture and its dynamic evolution pattern 
in different regions and explored the factors affecting 
its spatial differentiation. However, most of the studies 
only extracted the characteristics of the influencing 
factors for price prediction, and did not describe the 
specific influencing process and the degree of influence, 
nor did they consider the adjustments when emerging 
factors play a major role in price changes. The failure 
to differentiate the influencing factors according to 
different situations is not conducive to predicting and 
judging sudden price changes.

There are also scholars on the social significance and 
environmental impacts of energy forecasting. D’Orazio 
[29] further deepens the understanding of how high 
energy prices affect one of the most vulnerable groups in 
society. Azubike [30] presents and discusses some of the 
factors affecting energy security and energy transition 
in Libya.

The main contributions of this paper can be 
summarized in two parts. Firstly, based on existing 
predictive models and the characteristics of the data in 
this paper, a higher-order multivariate input and single 
output framework is constructed. It not only verifies 
that incorporating regular influencing factors leads 
to more accurate crude oil futures price predictions 
but also explains the specific mechanisms and degrees 
of influence of each factor on the price changes. 
Secondly, considering the corresponding sudden-change 
influencing factors, a mechanism for these factors is 
designed. This mechanism can be used not only to 
explain historical price changes but also to predict the 
trend of crude oil price changes when a sudden-change 
factor arises in the future.

The rest of this paper is organized as follows: 
Theoretical Study describes the research framework and 
the Long Short-Term Memory (LSTM) network model; 
The modeling section includes an introduction and 

explanation of regular and sudden-change influencing 
factors, the setting of the sudden-change impact 
mechanism, and symbolic formulas; Experimental 
Results introduce data sources, price predictions for 
regular group experiments, and price predictions 
for sudden-change group experiments; Conclusion 
summarizes the research.

Material and Methods

Research Framework

The research framework of this paper, as shown 
in Fig. 1, begins with variable selection. We chose  
14 factors that influence crude oil price changes, 
including 10 regular factors and 4 sudden-change 
factors. The 10 regular factors are crude oil production, 
imports, exports, global economy, exchange rates, 
interest rates, oil inventories, Brent crude futures 
prices, natural gas futures prices, and crude oil trading 
volume; the 4 sudden-change factors are political events, 
economic crises, technological revolutions, and global 
pandemics. Each influencing factor is introduced, and 
their impact results and degrees on prices are estimated.

The second stage involves establishing predictive 
models and impact mechanisms. In the control group, 
input variables are previous prices of WTI futures, and 
the predictive model is the LSTM model. In the regular 
group, previous data of regular influencing factors are 
added to the input variables, and the predictive model 
is the LSTM model. In the sudden-change group, the 
results of the regular group are adjusted using the impact 
mechanism. For sudden-change influencing factors, 
data from periods when these factors predominantly 
influenced prices are extracted, features are identified, 
and key parameters are used to construct the framework.

Fig. 1. Research Framework.
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The third stage involves comparing the prediction 
results and errors of the control group, regular group, 
and sudden-change group to verify the hypotheses.

Long Short-Term Memory Network Model

This article adopts the Long Short-Term Memory 
(LSTM) network model for analysis and prediction. The 
LSTM network has attracted attention for its excellent 
performance in handling time series data, making it 
widely applicable in fields such as crude oil futures 
price prediction. The LSTM network consists of a unit 
containing input, forget, and output gates. These gates 
control the entry, forgetting, and output of information, 
thereby enabling the learning and memorization 
of long-term dependencies. The input gate decides 
which information is allowed through, the forget gate 
determines which information needs to be forgotten, and 
finally, the output gate decides what information will 
be passed to the next layer of the network. This design 
allows the LSTM network to better handle long-term 
dependencies in time series data, making it suitable for 
complex temporal data such as crude oil futures prices.

Below are the mathematical formulas for the internal 
computational process of an LSTM unit:

 
( )1t xi t ui t ii W x W h bσ −= + +

 (1)

 ( )1tanht xc t uc t cC W x W h b−= + +
�

 (2)

 ( )1t xo t uo t oo W x W h bσ −= + +  (3)

 
( )1t xf t uf t ff W x W h bσ −= + +

 (4)

 1 tt t t tC f C i C−= +
�

 (5)

 ( )tanht t th o C= ⋅  (6)

where ft represents the forget gate, it represents the input 
gate, ot represents the output gate, C̃ t represents the 
value of the candidate memory cell, Ct represents the 
updated value of the memory cell, xt represents the input 
value, ht represents the output value, σ,tanh  represents 
the activation function, W represents the weight matrix, 
and b represents the error.

In addition to the formulas above, the following  
Fig. 2 is an illustration of an LSTM cell:

Model Building

Explanation of Influencing Factors

Regular Factors

Factors that have a long-term and consistent influence 
on the price fluctuations of WTI crude oil futures are 
referred to as conventional factors. Through selection, 
the following ten factors are identified as conventional: 
crude oil production, crude oil imports, crude oil 
exports, global economy, exchange rates, interest rates, 
crude oil inventories, Brent crude oil futures prices, 
natural gas futures prices, and crude oil trading volume. 
These conventional factors are characterized by their 
longevity and stability. Fig. 3 presents a comparison 
chart of these ten conventional influencing factors 
against the price movements of WTI, where the red line 
represents the trend in changes of the ten conventional 
influencing factors, and the blue line represents the 
trend in WTI price changes. The following is an analysis 
of the specific principles and data selection process 
for each conventional factor’s impact on prices, in 
conjunction with Fig. 3.

Crude Oil Production. This paper selects data  
on the production of West Texas Intermediate (WTI) 
crude oil, measured in thousands of barrels per 
month. Generally, an increase in crude oil production, 
which boosts supply, tends to lead to a decrease in 
prices; conversely, a decrease in production, which 
reduces supply, tends to lead to an increase in prices.  
As shown in Fig. 3a), when production trends  
upward, prices correspondingly trend downward,  
and vice versa. However, the degree of price change  
is not always the same due to the influence of other 
factors.

Crude Oil Imports. This paper selects data on the 
total volume of U.S. crude oil imports, measured in 
thousands of barrels per day. Generally, an increase in 
crude oil imports by a country or region often leads to 
an increase in global supply, which might be perceived 
as oversupply, exerting downward pressure on crude oil 
prices. Conversely, a decrease in imports might lead to 
a reduction in global supply, perceived as a shortage, 
thereby supporting crude oil prices and causing them to 
rise. However, in the early stages, domestic production 
was far less than consumption, so crude oil relied 
heavily on imports. As illustrated in Fig. 3b), crude 

̃

̃

Fig. 2. LSTM Cell.
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two is not clearly evident.
Crude Oil Inventories. This study utilizes weekly 

U.S. crude oil inventory data. Crude oil inventories refer 
to the quantity of unused oil reserves, and their increase 
or decrease can impact market supply and demand, 
thereby influencing crude oil prices. An increase in 
crude oil inventories usually indicates an oversupply, 
as there are more reserves available in the market. 
Oversupply leads to a supply-demand imbalance, 
driving down crude oil prices. Conversely, a decrease 
in inventories typically signifies a supply shortage due 
to reduced reserves in the market, which can drive up 
prices. As shown in Fig. 3g), due to government market 
regulation, crude oil inventories generally maintain 
a certain level over an extended period. There is an 
inverse relationship between local inventory levels and 
price changes, with the magnitude of changes being 
fairly similar.

Brent Crude Oil Futures Prices. Generally,  
if Brent crude oil futures prices rise, WTI crude oil 
futures prices are also likely to increase, and vice 
versa. This is because supply and demand factors  
in the international oil market typically affect global 
crude oil prices, and both Brent and WTI crude oils are 
important benchmarks in the international oil market. 
As depicted in Fig. 3h), the price movement curves of 
both oils trend similarly, almost converging in the later 
stages.

Natural Gas Futures Prices. This paper examines the 
prices of U.S. natural gas futures contracts, measured 
in dollars per million British thermal units. The price 
trends of natural gas and crude oil may be correlated 
to some extent. For instance, if natural gas prices rise, 
it may lead some energy consumers to switch to crude 
oil as an alternative energy source, thereby increasing 
demand for crude oil. On the other hand, the production 
and supply of natural gas and crude oil may also affect 
each other. As shown in Fig. 3i), the prices of crude oil 
and natural gas display a trend of long-term similarity 
and short-term complementarity.

Crude Oil Trading Volume. This analysis uses data 
on WTI crude oil futures trading volume. An increase 
in the trading volume of the crude oil futures market 
usually signifies an increased demand for crude oil 
or speculative activities, causing market fluctuations. 
Therefore, an increase in trading volume can lead to 
increased price volatility. Conversely, a decrease in 
trading volume might indicate lower market demand 
for crude oil or a lack of confidence among market 
participants about future price trends, potentially 
leading to a fall in crude oil futures prices. As illustrated 
in Fig. 3j), when trading volumes are low, price changes 
tend to be more moderate; with higher volumes, price 
fluctuations become more intense.

WTI Crude Oil Futures Prices. Historical price 
trends can provide some reference for investors. 
Through technical and trend analysis, investors can 
observe historical patterns of price fluctuations, as 
well as support and resistance levels. This information 

oil imports remained high in the early stages, only 
decreasing in recent years.

Crude Oil Exports. This paper selects data on the total 
volume of U.S. crude oil exports, measured in thousands 
of barrels per day. Generally, an increase in the exports 
of a country or region tends to increase global supply, 
which might be seen as oversupply, putting downward 
pressure on crude oil prices. Conversely, a decrease 
in exports might reduce global supply, perceived as 
a shortage, thereby supporting crude oil prices and 
causing them to rise. However, actual export volumes 
are limited by domestic production and consumption 
levels. In the early stages, domestic consumption far 
exceeded production, so there were almost no exports, 
but exports have increased in recent years due to 
technological advancements. As shown in Fig. 3c), crude 
oil export volumes surged after 2014.

Global Economy. This paper uses annual global 
GDP values as an indicator to quantify the global 
economy. Generally, when the global economy prospers, 
accelerated production development leads to increased 
demand for crude oil, driving up its price. In contrast, 
during economic recessions, a general decline in 
consumption slows down production, leading to a 
decrease in crude oil demand and, thus, a decrease in 
prices. Overall, global economic development tends to 
cause more severe fluctuations in crude oil prices, with 
greater economic growth corresponding to larger price 
fluctuations. As shown in Fig. 3d), the price changes 
become more intense as the economy grows year after 
year.

Exchange Rates. This paper uses the U.S. Dollar 
Index as an indicator of exchange rate conditions. 
Exchange rate changes also have a certain impact on 
crude oil prices. Firstly, when the domestic currency 
depreciates, the cost of importing crude oil increases, 
which might lead to a rise in crude oil prices as 
importers have to pay more in their domestic currency to 
buy crude oil. Conversely, when the domestic currency 
appreciates, the cost of importing crude oil decreases, 
potentially leading to a fall in crude oil prices as less 
domestic currency is needed for purchase. Additionally, 
changes in exchange rates can affect international trade 
and cross-border investments, potentially influencing 
global economic activity and crude oil demand. Overall, 
exchange rate changes can impact crude oil prices, but 
their effect is usually assessed in conjunction with other 
factors. As shown in Fig. 3e), over the past 20 years, the 
trend in exchange rate changes has generally been in 
sync with price changes.

Interest Rates. This paper uses the data on the 
effective federal funds rate. The relationship between 
interest rates and prices might not be direct but is 
influenced by a variety of factors indirectly affecting 
each other. When interest rates rise, corporate production 
costs increase, reducing investment in the crude oil 
industry; when interest rates fall, it stimulates economic 
development and promotes production and consumption. 
As shown in Fig. 3f), the direct relationship between the 
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can help investors better understand market trends and 
assist them to some extent in predicting future price 
movements, as shown in Fig. 3k).

Mutating Factors

Through selection, the following four factors are 
identified as mutating: political events, economic 
crises, technological revolutions, and global pandemics. 
Mutating factors are characterized by their suddenness, 
unpredictability, wide-ranging impact, urgency, and 
relative rarity. Considering factors such as the time 
frame of the events and data availability, specific events 
corresponding to mutating factors are selected, as 
shown in Table 1. Fig. 3 presents a chart of WTI price 
fluctuations during periods of these events, where prices 
during political events are represented by a red solid 
line, economic crises by a blue solid line, technological 
revolutions by a purple solid line, and global pandemics 

by a black solid line. The following is an analysis of the 
specific principles and data selection process for each 
mutating factor’s impact on prices, in conjunction with 
Fig. 3.

Political Events: Political events include geopolitics, 
international policies, and local conflicts. Prices show 
short-term fluctuations before the occurrence of political 
events, severe fluctuations during the events, and long-
term fluctuations after. Considering factors like the 
duration of the event and data availability, this paper 
selects data from periods like the Gulf War, the Arab 
Spring, and the Russo-Ukrainian conflict to construct  
a mechanism for the impact of political events.  
As shown in Fig. 4a), b), and c), prices first surge rapidly 
within a short period and then plummet to levels near 
those at the onset of the political event.

Economic Crisis: Economic crises often lead to 
a slowdown in global economic activities, triggering 
investors’ concerns about future economic prospects 

Fig. 3. Comparison of Conventional Influencing Factors with WTI Price Fluctuations.

Table 1. Specific Events and Timelines of Mutating Factors.

Category Specific Event Time Frame

Political Events

Gulf War Aug 1990 - Feb 1991

Arab Spring Feb 2010 - Nov 2011

Russia-Ukraine Conflict Jan 2022 - Dec 2022

Economic Crisis Financial Crisis Jan 2007 - Feb 2009

Technological Revolution
Electric Vehicle Popularization Jan 1997 - Dec 1999

Shale Oil Revolution Jun 2014 - Jan 2015

Global Pandemic COVID-19 Pandemic Dec 2019 - Dec 2022
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and reducing investments in crude oil, thereby causing 
a decline in oil prices. It can also lead to political 
instability in some countries or regions, which may 
affect oil supply and cause price fluctuations. This paper 
selects data from the 2008 financial crisis to construct 
the impact mechanism of economic crises. As shown 
in Fig. 4d), before the financial crisis, the economic 
situation was favorable and oil prices rose. However, 
following the outbreak of the crisis, there was a steep 
decline in oil prices.

Technological Revolution: The technological 
revolution includes advancements in oil exploration, 
extraction, and transportation technologies. This paper 
selects data from periods of electric vehicle popularity 
and the shale oil revolution to construct the impact 
mechanism of technological revolutions. As shown 
in Figs 4e) and f), electric vehicles are substitutes for 
fuel-powered cars. The rise in popularity of electric 
vehicles correspondingly squeezed the market for fuel 
vehicles, leading to a fall in oil prices. During the shale 
oil revolution, a breakthrough in extraction technology 
led to a significant increase in production and supply, 
causing a decrease in oil prices.

Pandemic Outbreak: The outbreak of a global 
pandemic leads to a decline in productivity and 
transportation bottlenecks. As agriculture, industry, 
and tertiary industries rely on oil resources, the demand 
for crude oil decreases. This paper selects data from 
the COVID-19 pandemic period to construct the global 
pandemic impact mechanism. As shown in Fig. 4g), 
during the COVID-19 pandemic, a sharp decline in 
productivity led to a crash in oil prices, which gradually 
recovered as the pandemic situation improved.

Design of Impact Mechanism  
for Mutation Factors

Due to the characteristics of mutation factors, 
such as their suddenness, unpredictability, wide 
impact range, urgency, and relative rarity, accurately 
predicting future prices during periods influenced 
by these factors is extremely challenging. Therefore, 
leveraging key parameters extracted from data during 
these unexpected events, combined with specific 
circumstances for auxiliary prediction, is advisable. 
The relevant parameters are listed in Table 2, where 
multiple examples of political events and technological 
revolutions are selected, and the key parameters are 
averaged across these instances. Fig. 5 illustrates these 
key parameters for each event in a graphical format.

The mechanism of political event impact is 
designated as Z with its corresponding influence 
coefficient denoted as α. This includes a key parameter 
Z comprising the maximum value, minimum value, 
volatility, time span, increase magnitude, and decrease 
magnitude. The value of α is set within α ∈ [0, +∞]. 
When α = 0 it signifies an absence of mutational factors 
due to political events; whereas α ∈ (0,1) indicates 
varying degrees of interference from political event 
mutational factors, with increasing values representing 
progressively greater impact. At α = 1, the interference 
from political event mutational factors reaches  
a historical peak; exceeding α>1 suggests an interference 
level surpassing historical peaks. Similar mechanisms 
apply to other mutational factors: the economic crisis 
impact mechanism is represented as J with its influence 
coefficient β; the technological revolution impact 
mechanism as S with its coefficient γ; and the global 

Fig. 4. Price Fluctuations of WTI During Unexpected Events.
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pandemic impact mechanism as Y with its coefficient η. 
The range for these influence coefficients is consistent 
with the aforementioned.

Three-Group Experimental Symbol Formulas

Symbols

Table 3 contains the symbols representing the 
variables used in the three experimental groups of this 
study.

Formula

In the control group experiment, the WTI crude oil 
futures price at the t-th time point is predicted using 
the prices of the previous t–1-th, t–2-th, ..... t–k-th time 
points. y1 represents the predicted WTI crude oil futures 
price for the t-th time point in the first experimental 
group, as shown in Equation (7).

In the conventional group experiment, based on  
the control group experiment, the values of conventional 
influencing factors from the previous moment  

Table 2. Relevant Parameters of Data During the Periods of Mutation Factor Events.

Category Event Time Span 
(months)

Maximum 
Value

Minimum 
Value Volatility Increase Decrease

Political Events

Gulf War 8.19 40.34 15.35 23.84% 81.71% -96.64%

Arab Spring 21.14 113.71 69.33 11.79% 101.97% -98.48%

Russia-Ukraine 
Conflict 10.24 122.19 77.49 11.21% 167.47% -190.45%

Political 
Average 13.19 92.08 54.05 15.61% 117.05% -128.52%

Economic Crisis Financial Crisis 25.00 144.94 34.82 32.43% 114.68% -135.25%

Technological 
Revolution

Electric Vehicle 
Proliferation 23.38 26.49 10.77 19.36% 21.06% -23.73%

Shale Oil 
Revolution 7.90 106.93 44.48 23.91% 55.14% -78.23%

Technology 
Average 15.64 66.71 27.62 21.63% 38.10% -50.98%

Global Pandemic COVID-19 
Pandemic 24.95 84.19 -9.95 31.95% 79.98% -95.71%

Fig. 5. Bar Graph of Data-Related Parameters for the Occurrence Period of Mutational Factor Events.
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are utilized as inputs. The corresponding coefficients are 
employed to adjust the weightings of each influencing 
factor, resulting in y1 as the predicted WTI crude oil 
futures price for the t-th time point in the conventional 
group experiment, as indicated in Equation (8).

In the mutation group experiment, building 
upon the conventional group experiment, the impact 
mechanism of four mutation factors is incorporated. 
The corresponding coefficients are used to represent the 
degree of influence of these mutation factors, yielding y3  
as the predicted WTI crude oil futures price for the t-th 
time point in the mutation group experiment, as shown 
in Equation (9).

 1 11,1 1 11,2 2 11,t t k t ky y y yε ε ε− − −= + + +……1 11,1 1 11,2 2 11,t t k t ky y y yε ε ε− − −= + + +……  (7)

 2 1 1,1 1 2,1 1 10,1 1t t ty y a b jε ε ε− − −= + + +……+2 1 1,1 1 2,1 1 10,1 1t t ty y a b jε ε ε− − −= + + +……+  (8)

 3 2y y Z J S Yα β γ η= + ⋅ + ⋅ + ⋅ + ⋅  (9)

Results and Discussion

Data Sources

Considering data availability, this study selects the 
values of input variables for various influencing factors 

from January 1994 to January 2024. The dataset is 
divided into a training set, test set, and validation set in 
the ratio of 7:2:1. The model’s predictive performance is 
measured using metrics such as Mean Absolute Error 
(MAE), Mean Absolute Percentage Error (MAPE), 
Root Mean Square Error (RMSE), Coefficient of 
Determination (R2), and Accuracy Rate (AR). The 
formulas for these metrics are as follows:

 1
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Symbol Meaning Symbol Meaning Symbol Meaning

n Total number of 
moments selected it

Natural gas futures price at 
time t ε9,k

Order coefficient of natural gas futures 
price at time t

t Any given moment  jt Trading volume at time t ε10,k
Order coefficient of trading volume at 

time t

k Order yt

WTI futures price at moments 
prior to moment t ε11,k

Order coefficients of WTI futures prices 
for the moments before moment t

at
Crude oil 

production at time t ε1,k
Order coefficient of crude oil 

production at time t Z Political events

bt
Crude oil imports at 

time t ε2,k
Order coefficient of crude oil 

imports at time t J Economic crisis

ct
Crude oil exports at 

time t ε3,k
Order coefficient of crude oil 

exports at time t S Technological revolution

dt

Global economic 
development at 

time t
ε4,k

Order coefficient of global 
economic development at 

time t
Y Influence of global epidemic

et
Exchange rate at 

time t ε5,k
Order coefficient of exchange 

rate at time t α Coefficient of political events

ft
Interest rate at 

time t ε6,k
Order coefficient of interest 

rate at time t β Economic Crisis Correspondence 
Coefficient

gt
Crude Oil Inventory 

at time t  ε7,k
Order coefficient of crude oil 

inventory at time t η Correspondence coefficient of 
technological revolution

 ht
Brent oil futures 

price at time t ε8,k
Order coefficient of the Brent 

oil futures price at time t η Correspondence coefficient of global 
epidemic

Table 3.Variable Symbols.

+ ... +

+ ... +
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Three sets of experiments are designed, with the 
prediction model being the LSTM model in each case. 
The first group of experiments serves as the control 
group, where the input variables are the historical 
data of higher-order WTI crude oil futures prices. The 
second group is the conventional group, which includes 
the input variables from the first group plus 10 standard 
influencing factors. The third group is the anomaly 
group, where the input variables from the conventional 
group are used, and the model is adjusted to incorporate 
the impact mechanisms of 4 anomalous factors.

Conventional Prediction

In this study, the parameter enumeration method is 
used to determine the parameters of the LSTM model. 
The number of input nodes corresponds to the number 
of features in the input variables, and the number of 
output nodes, set to 1, matches the features of the output 
variable. 

Table 4 compares the training, testing, and validation 
set errors between the control and conventional groups. 
The comparison across all three datasets shows that the 
error in the conventional group is lower than that in the 
control group, indicating that incorporating influencing 
factors provides a calibration effect on the predictive 
data.

Fig. 6, 7, and 8 respectively present the predictive 
results and errors for the training, validation, and testing 
sets of the conventional group. Each Fig. comprises two 
charts: the upper chart displays the data fitting, and the 
lower chart shows the error analysis. 

In Fig. 6, the initial segment of the upper image, 
denoted by red blocks, exhibits a notable deviation 
between the predicted outcomes and the actual results, 
which are represented by the gray dotted lines. This 
discrepancy is particularly pronounced in comparison 
to other instances, as reflected in the corresponding 
error graph below. This phenomenon can be attributed 
to the initial misalignment of the model parameters 
with the data characteristics. In the latter half of 
the graph, the error variation is less conspicuous, 
suggesting an adaptation of the model structure to the 
dataset features, achieved through the incorporation of  
a substantial amount of training set data. At sample point 
3500, a minor peak in the error graph is observable, 

corresponding to a significant change in the actual data 
which the model failed to predict with high precision. 
This indicates that during abrupt data variations, minor 
error peaks still occur. The red fitting curve closely 
follows the gray actual data curve in most parts, with 
the overall error ranging between 0 and 1, indicating a 
reasonable predictive capability of the model, albeit with 
certain deviations in specific areas.

Fig. 7 reveals a significant error peak exceeding -5 
between samples 1200 and 1400, where the predicted 
results substantially underperform the actual data. 
This deviation is attributed to the impact of an external 
sudden event on price movements, leading to a severe 
divergence between the predicted trajectory and the 
actual outcomes during this period. The blue block 
line, representing the predicted results, closely aligns 
with the black dotted line of actual results in most 
areas, with nearly all errors having an absolute value 
of less than 0.1, barring the aforementioned peak. 
This demonstrates the model’s efficacy in simulating 
or predicting actual data during the validation phase. 
Overall, the Figure indicates that while the LSTM 
model exhibits commendable fitting accuracy on most 
validation samples with minimal error, it registers 
significant negative deviations on a minority of samples.  
These observations from Fig. 7 offer insights into 
the model’s robustness and reliability under specific 
conditions.

In Fig. 8, the purple triangular line, representing the 
predicted results, generally aligns slightly below the 
green cross line of actual results, suggesting a broadly 
consistent prediction quality. However, in certain 
segments, such as between samples 200 to 300 and 
500 to 600, the predicted data demonstrates notable 
fluctuations, indicating potential lapses in predictive 
accuracy in these intervals. This could be due to 
external shocks causing abrupt short-term increases 
and decreases in the actual prices, to which the model 
responds with delayed and more subdued fluctuations. 
While most errors cluster around zero, some error bars 
extend beyond -0.2, indicating underpredictions at 
certain sample points.

From Figs 7 and 8, it is evident that prices exhibit 
sudden rises or falls in response to external shocks, with 
the model requiring time to adjust, thereby resulting 
in subdued predictive changes compared to the actual 

Table 4. Error Comparison between Control and Conventional Groups.

Dataset Experimental Group MAE MAPE RMSE R2 AR

Training Set
Control Group Error 7.4718 18.9932% 10.4002 0.9743 81.0068%

Conventional Group Error 5.9408 15.6315% 8.8844 0.9817 84.3684%

Validation Set
Control Group Error 3.5918 9.2209% 4.3260 0.9772 90.7791%

Conventional Group Error 2.6472 7.2211% 3.4837 0.9646 92.7789%

Test Set
Control Group Error 6.2899 6.7130% 10.4335 0.7836 93.2870%

Conventional Group Error 6.2326 6.8807% 9.4877 0.7699 93.1193%
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data. This leads to implausible predictions and errors 
under certain conditions, laying the groundwork for the 
subsequent section on anomaly prediction.

Anomaly Prediction

Building on the previous section’s analysis of regular 
influencing factors, this section focuses on adjusting 

Fig. 6. Error in Training Set Results for the Control Group Experiment.

Fig. 7. Error in Validation Set Results for the Control Group Experiment.
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the predictions deviating from actual outcomes due to 
anomalous factors. 

The recent Russia-Ukraine conflict and the 
COVID-19 pandemic serve as examples, where prices 
during these periods are adjusted using corresponding 
impact mechanisms. Table 4 details the key parameters 
of these mechanisms. The coefficients for the political 
event and global pandemic mechanisms are determined 
by comparing the timelines of these events with those in 
Table 5, and are then applied to key data parameters like 
maximum values, minimum values, volatility, and the 
magnitudes of rises and falls. These adjusted parameters 
are used to refine the standard predictions, and the 
actual outcomes, standard predictions, and modified 
predictions are then compared. Figs 9 and 10 illustrate 
the comparisons of the actual, standard, and modified 
predictions for the WTI price movements during the 
Russia-Ukraine conflict and the COVID-19 pandemic, 
respectively. Table 5 compares the errors between  
the standard and modified predictions for these periods.

Fig. 9 shows the fluctuation of WTI prices during 
the Russia-Ukraine conflict, with the selected time 
being 2022. The red solid line represents the actual 
results, the blue dashed line represents the regular 
group experimental prediction results, and the black 
dotted line represents the anomaly group experimental 
prediction results. In the anomaly group prediction 
experiment, the political event impact mechanism was 
used to predict that during this period, the maximum 
price could reach 71.47, the minimum price could 
reach 41.95, and the volatility rate was approximately 
15.61%. These predictions were made by combining 
other parameters. As shown in Fig. 9, the overall trend 
of the three datasets is similar, but there are significant 
differences in values. The regular group’s prediction 
results are much lower than the actual results, and the 
inclusion of the impact mechanism in the anomaly group 
adjusted the overall data values closer to the actual 
results. Although not extremely precise, it significantly 
reduced the error. Table 6 shows that after using  

Fig. 8. Error in Test Set Results for the Control Group Experiment.

Table 5. Key Parameters of Impact Mechanisms.

Parameters
Event

Time Span 
(months) Maximum Value Minimum Value Volatility Increase Decrease

Political Event 13.19 92.08 54.05 15.61% 117.05% 128.52%

Economic Crisis 25.00 144.94 34.82 32.43% 114.68% 135.25%

Technological Revolution 15.64 66.71 27.62 21.63% 38.10% -50.98%

Global Pandemic 24.95 84.19 -9.95 31.95% 79.98% -95.71%
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the impact mechanism, the mean absolute error (MAE), 
mean relative error (MAPE), and root mean square  
error (RMSE) all decreased significantly, while the 

coefficient of determination remained largely unchanged, 
and the accuracy rate (AR) improved slightly.

Fig. 9. Data Comparison During the Russia-Ukraine Conflict Period.

Fig. 10. Data Comparison During the COVID-19 Pandemic Period.
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Fig. 10 shows the fluctuation of WTI prices during 
the COVID-19 pandemic period, with the selected time 
being 2020 and 2021. The red solid line represents the 
actual results, the blue dashed line represents the regular 
group experimental prediction results, and the black 
dotted line represents the anomaly group experimental 
prediction results. In the anomaly group prediction 
results, the global pandemic impact mechanism was 
used to predict that during this period, the maximum 
price could reach 84.19, and the minimum price could 
go down to -9.9, with a volatility rate of about 31.95%. 
These predictions were made by combining other 
parameters. As shown in Fig. 10, the overall trend of 
the data is similar, except for a drastic drop in actual 
results in April 2020, which was not simulated by either 
the regular or anomaly group experiments. In terms 
of numerical predictions, most of the anomaly group 
results were closer to the actual values than the regular 
group results. Table 6 shows that after the adjustment 
with the impact mechanism, the mean absolute error 
(MAE), mean relative error (MAPE), and root mean 
square error (RMSE) all decreased to varying extents, 
while the coefficient of determination remained largely 
unchanged, and the accuracy rate (AR) improved 
significantly.

A vertical comparison of the two examples  
in Table 6 reveals that the error during the COVID-19 
period was larger than during the Russia-Ukraine 
conflict. The former had a longer duration and greater 
fluctuations, making predictions more challenging. 
The prediction results and error data from these two 
examples demonstrate that the impact mechanism 
significantly enhances prediction accuracy and 
reduces errors, especially when anomalous factors 
predominantly influence price movements, thereby 
substantially narrowing the gap in numerical predictions 
and compensating for the shortcomings of model 
predictions.

Conclusion

This paper provides an in-depth analysis of the 
changing law, prediction accuracy, and stability of 
crude oil futures prices by exploring a crude oil futures 
price prediction model that considers the influence 
mechanism of mutation factors. The results of the study 

show that the consideration of mutation factors plays 
an important role in the influence of crude oil futures 
prices. First, mutating factors play a crucial role in the 
crude oil futures market. These mutating factors may 
include political conflicts, natural disasters, supply 
disruptions, etc., which can directly affect the supply 
and demand relationship and price fluctuations of 
crude oil. Through the comprehensive consideration of 
mutation factors, we can more accurately predict the 
movement of crude oil futures prices, provide investors 
and traders with more accurate market information, 
and help them make scientific decisions. Second, 
exploring the influence mechanism of mutation factors 
is important for understanding the volatility of crude oil 
futures prices and market behavior. Our findings reveal 
the complex relationship between mutating factors and 
crude oil futures prices and confirm that the multi-series 
crude oil futures price prediction model that considers 
the influencing mechanism of mutating factors has high 
prediction accuracy and stability. This finding provides 
investors and traders in the crude oil futures market 
with a more reliable price prediction tool, which helps 
to reduce trading risks and improve investment returns. 
The research in this paper also provides important 
insights into environmental protection. The extraction, 
transportation, and use of crude oil have a negative 
impact on the environment, leading to problems such 
as climate change and resource waste. By accurately 
predicting crude oil futures prices, we can assess 
future energy demand and supply, providing a basis 
for policymaking for sustainable development and 
environmental protection. At the same time, promoting 
the development and utilization of renewable energy can 
also reduce the dependence on crude oil and ease the 
environmental burden.

In summary, the findings of this paper highlight 
the importance of forecasting crude oil futures prices 
for the environment. Accurately predicting crude oil 
futures prices can help investors and traders make 
informed decisions, while providing a decision-making 
reference for environmental protection and sustainable 
development. By better understanding the mechanism 
of the influence of mutation factors on crude oil futures 
prices, we can better balance the relationship between 
economic development and environmental protection, 
and promote the process of green energy transition and 
sustainable development.

Table 6. Error Comparison of Regular and Anomaly Group Prediction Results During the Russia-Ukraine Conflict and COVID-19 
Pandemic.

Anomalous Events Experimental Group MAE MAPE RMSE R2 AR

Russia-Ukraine Conflict
Regular 11.49763 11.20% 13.51495 0.81013 88.80%

Anomaly 6.47890 6.77% 7.55504 0.81013 93.23%

COVID-19 Pandemic
Regular 15.30071 33.75% 16.13800 0.95719 66.25%

Anomaly 8.60056 20.44% 10.15033 0.95719 79.56%
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